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## PREFACE

The quantum theory of fields has, in recent years, led to important theoretical progress in elementary particle physics and also in statistical mechanics. At the same time, current developments in general relativity and quantum field theory are becoming more and more interconnected. A knowledge of the geometrical structures so essential for a discussion of the classical theory of general relativity is also becoming increasingly useful in the study of other classical and quantum field theories.

Non-linear differential equations play a central role in almost all interesting physical theories. Integrable theories and the methods to solve them are of conceptual and practical importance. Common features to these theories are the existence of an infinite number of conserved quantities, an associated linear problem and Bäcklund transformations. A large class of integrable theories can be solved by the (classical and quantum) inverse method. The underlying (dynamical) symmetries allowing this exact solvability have associated bilinear (Yang-Baxter) and Kac-Moody algebras. In addition, a number of analogies and links between different integrable non-linear field equations have been found, e.g. between self-dual Yang-Mills fields, static monopoles, non-linear sigma models and the gravitational field with two Killing vectors. These links have been very useful in allowing methods developed for one problem to be applied directly to another.

A seminar series "Séminaires sur les équations non-linéaires en théorie des champs" intended to follow current developments in mathematical physics, and particularly in the above-mentioned domains, was started in the Parisian region in October 1983. The seminars take place alternatively at DAPHE - Observatoire de Meudon - and LPTHE - Université Pierre et Marie Curie (Paris VI) - and they encourage regular meetings between theoretical physicists of different disciplines and a number of mathematicians. Participants come from Paris VI and VII, IHP, ENS, Collège de France, CPT-Palaiseau, GAR-Meudon, IHES, LPTHE-Orsay and CPT-Marseille. The present volume "Non-Linear Equations in Classical and Quantum Field Theory" accounts for the first twenty-two lectures delivered up to October 1984 in this series.

It is a pleasure to thank all the speakers for accepting our invitations and for their interesting accounts, whether they be of a review nature or an exposition of recent work. We thank all the participants for their interest and for their stimulating discussions. We are especially indebted to Héctor J. de Vega at LPTHE - Paris VI, jointly
responsible with us for these seminars, for his efficient collaboration which has made this series possible. We also thank M. Dubois Violette at Orsay, J.L. Richard at Marseille, and B. Carter and B. Whiting at Meudon for their cooperation and encouragement. We acknowledge Mrs. C. Rosolen and Mrs. D. Lopes for their practical assistance in the organisation and for their typing of part of these proceedings.

These seminars are financially supported by the CNRS. We particularly thank the Scientific Direction "Mathématiques-Physique de Base" which has made this series possible. We extend our appreciation to Springer-Verlag for their cooperation and efficiency in publishing these proceedings and hope that the possibility of making our seminars more widely available in this way will continue in the future.

Meudon, November 1984

Norma SANCHEZ.

Organising Commitee

| H.J. de Vega | (LPTHE - Paris VI) |
| :--- | :--- |
| M. Dubois Violette | (LPTHE - Orsay) |
| J.L. Richard | (CPT - Marseille) |
| N. Sánchez | (DAPHE - Meudon) |
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## A NEW CLASS OF UNITARIZABLE HIGHEST WEIGHT REPRESENTATIONS

OF INFINITE DIMENSIONAL LIE ALGEBRAS.

H.P. Jakobsen<br>Mathematics Institute<br>Universitetsparken 5<br>DK - 2100 Copenhagen $\varnothing$<br>Denmark.<br>V.G. Kac<br>Department of Mathematics<br>M.I.T.<br>Cambridge, Mass 02139<br>U.S.A.

0. Introduction.

The representation theory of infinite-dimensional Lie algebras has emerged in the past few years as a field that has remarkable applications to many areas of mathematics and mathematical physics. All these applications show that the following two assumeLions about the representation in question are fundamental :

1) unitarizability ;
2) existence of a highest weight vector.

In more detail, let be a complex (possibly infinite-dimensional) Lie algebra, let $U(\underline{g})$ denote its universal enveloping algebra, let $p$ be a subalgebra of $g$ and let $\omega$ be an antilinear anti-involution of $g$ (ie. $\omega,[x, y]=[\omega . y, \omega . x]$ and $\omega \cdot(\lambda x)=\bar{\lambda}(\omega, x))$ such that

$$
\begin{equation*}
p+w \cdot p=g \tag{0.1}
\end{equation*}
$$

Let $\lambda: \boldsymbol{\rho} \rightarrow \mathbb{C}$ be a 1 -dimensional representation of $\boldsymbol{p}$. A representation $\mathbb{T}$ : $g \rightarrow g l(V)$ is called a highest weight representation with highest weight $\lambda$ if there exists a vector $v_{\lambda} \in V$ with the following properties :
(0.2) $\pi(u(q)) v_{\lambda}=V$;

$$
(0.3) \Pi(b) v_{\lambda}=\lambda(b) v_{\lambda} \text { for any } b \in P
$$

(Of course, (0.2) is satisfied automatically if the representation $\Pi$ is irreducible) A Hermitian form $H$ on $V$ such that
(0.4) $H\left(v_{\lambda}, v_{\lambda}\right)=1$,
(0.5) $H(\pi(g) \mu, v)=H(u, \pi(\omega, g) v)$ for all $g \in g$ and $u, v \in V$
is called contravariant (it is determined uniquely by ( 0.4 ) and ( 0.5 ). . It is easy to show that, under some natural assumptions, for any highest weight $\lambda: P \rightarrow \mathbb{C}$ there exists a unique highest weight representation with a non-degenerate contravariant Hermitian form. The nontrivial problem is whether this form is positive definite; if this is the case, the representation $\Pi$ is called unitarizable.
For example, let $\mathrm{g}_{\mathrm{g}}$ the infinite-dimensional Heisenberg algebra, i.e. a Lie algebra with a basis $p_{i}, q_{i}(i \in \mathbb{Z})$ and $c$, with commutation relations :
$\left[p_{i}, q_{i}\right]=C$ and all the other brackets zero. Put $\mathcal{P}=\mathbb{C}_{c}+\sum \mathbb{C}_{p_{i}}$ and let $\lambda: p \rightarrow \mathbb{C} \quad$ be defined by $\lambda(c)=a \in \mathbb{C}^{x}$ and $\lambda\left(p_{i}\right)=0$. Then any representation of $\mathfrak{g}$ with highest weight $\lambda$ is irreducible and equivalent to the canonical commutation relations representation $L(a)\left(i e q_{i} \rightarrow x_{i}\right.$, $\left.P_{i} \rightarrow a \frac{\partial}{\partial x_{i}}, c \rightarrow a\right)$. Let $\omega$ be an antilinear anti-involution of defined by $\omega\left(p_{i}\right)=q_{i}, \omega\left(q_{i}\right)=p_{i}, \omega(c)=c$. Then $L(a)$ is unitarizable if and only if a is a positive real number.
The unitarizable highest weight representations of finite-dimensional semisimple Lie algebras have been classified quite recently, and the answer is highly nontrivial [1], [3].
The present paper grew out from an attempt to solve the analogous problem for affine Kac-Moody algebras. Recall that, given a simple finite-dimensional Lie algebra $\dot{g}$, the associated affine Kac-Moody algebra is

$$
\boldsymbol{g}=\mathbb{C}\left[z, z^{-1}\right] \otimes_{\mathbb{C}} \dot{g}+\mathbb{C}_{c}
$$

with the following commutation relations :

$$
(0.6)\left[z^{m} \otimes a, z^{k} \otimes b\right]=z^{m+k} \otimes[a, b]+m \delta_{m,-k}(a, b) c ;[q, c]=0
$$

Here $a, b \in \dot{g},(a, b)$ is the Killing form on $\dot{g}$, and $m, k \in \mathbb{Z}$. Let $\dot{b}$ be a Bore subalgebra of gand $\dot{\omega}$ a compact antilinear anti-involution (ie. the real subalgebra $\{x \in \dot{g} \mid \dot{\omega}, x=-x\}$ is the compact form of $\dot{g}$ ) such that ( 0.1 ) holds. The conventional choice of the "Bore subalgebra" b of is

$$
(0.7) \quad b=C_{e} \oplus(1 \otimes \dot{b}) \oplus(z \otimes \dot{q}) \oplus\left(z^{2} \otimes \dot{g}\right) \oplus \ldots
$$

Let $\omega$ be the compact antilinear anti-involution of $g$, ie. $\omega \cdot\left(z^{m} \otimes a+\lambda c\right)=$ $=z^{-m} \otimes \dot{\omega}(a)+\bar{\lambda} c$ and let $\boldsymbol{\beta}=$. Then the affine algebra $g$ admits a remarkable family of unitarizable highest weight representations, called integrable highest weight representations. An exposition of the theory of these representations along with some of its beautiful applications may be found in the book [4].
On the other hand, a simple computation shows that for $\boldsymbol{\rho}=(\text { conventional })_{\text {) and }}$ any other choice of $\omega$ there is no unitarizable highest weight modules except the trivial one, in sharp contrast to the finite-dimensional theory.
However, again in contrast to the finite-dimensional theory, an affine Lie algebra has several conjugacy classes of Bore subalgebras, and the next natural step is to try "non-conventional" Bore subalgebras.
As a result, we found the following unitarizable highest weight representations of the Lie algebra $g=s \ell_{2}\left(\mathbb{C}\left[z, z^{-1}\right]\right)=\mathbb{C}\left[z, z^{-1}\right] \otimes s \ell_{2}(\mathbb{C})$
(the central charge, ie. the eigenvalue of $c$, is trivial) :
Let $V=\mathbb{C}\left[x_{k} ; k \in \mathbb{Z}\right]$ be the space of polonomials in indeterminate $x_{k}$. Put $f_{k}=\left(\begin{array}{ll}0 & 0 \\ z^{k} & 0\end{array}\right), h_{k}=\left(\begin{array}{cc}z^{k} & 0 \\ 0 & z^{k}\end{array}\right), e_{k}=\left(\begin{array}{cc}0 & z^{k} \\ 0 & 0\end{array}\right)$ Let $\boldsymbol{\rho}=\left\{\left.\left(\begin{array}{cc}a(z) & b(z) \\ 0 & -a(z)\end{array}\right) \right\rvert\, a(z), b(z) \in \mathbb{C}\left[z, z^{-1}\right]\right\}$, and let $\omega$ be an antilinear anti-involution of the Lie algebra $s \ell_{2}\left(\mathbb{C}\left[z, z^{-1}\right]\right)$ defined by
(0.8) $\omega \cdot f_{k}=-e_{-k}$, w. $e_{k}=-f_{-k}, \quad w \cdot h_{k}=h_{-k}$.

Let $m$ be a finite measure on the circle $S^{4}$, not concentrated in a finite number of points ; put $\lambda_{k}=\int_{S_{1}} z^{k} d m$ (e.g. $\lambda_{k}=\delta_{k, 0} \quad$ if $m$ is the Lebesgue measure). Then the map

$$
\begin{align*}
& f_{k} \rightarrow x_{k} ; h_{k} \rightarrow-\left(\lambda_{k}+2 \sum_{j \in \mathbb{Z}} x_{j+k} \frac{\partial}{\partial x_{j}}\right)  \tag{0.9}\\
& e_{k} \rightarrow-\left(\sum_{i} \lambda_{i+k} \frac{\partial}{\partial x_{i}}+\sum_{i, j \in \mathbb{Z}} x_{i+j+k} \frac{\partial}{\partial x_{i}} \frac{\partial}{\partial x_{j}}\right)
\end{align*}
$$

defines a unitarizable irreducible representation $\Pi_{m}$ of the Lie algebra $S \ell_{2}$ $\left(\mathbb{C}\left[z, \mathcal{Z}^{-1}\right]\right)$ on the space $V$, the polynomial 1 being an eigenvector for $\boldsymbol{b}$, if $m$ is positive. The real form $\left\{x \in S \ell_{2}\left(\mathbb{C}\left[z, z^{-1}\right]\right) \mid \omega \cdot x=-x\right\} \quad$ of $g$ is the real Lie algebra su(1,1) $\boldsymbol{s}^{\boldsymbol{1}}$ of polynomial maps of the circle into su(1,1). Thus, we have a unitary representation of $\operatorname{su}(1,1)^{\boldsymbol{S}^{\wedge}}$ on the space $V$, and this construction can easily be generalized to the case of $\operatorname{su}(\mathrm{n}, 1)^{S^{\wedge}}$. Moreover, we show that these representtons together with integrable highest weight representations and representations "concentrated" in a finite number of points, are the only unitarizable highest weight representations of all affine Kac-Moody algebras.
Finally, in a similar fashion, we can construct unitarizable highest weight representtations of the Lie algebra $\operatorname{su}(\mathbb{H}, 1)^{X}$, where $X$ is a set with a finite measure. The corresponding formula for the Hermitian form is identical to that for the truncated
correlation function in quantum field theory.
We will discuss elsewhere the question of integrability of these representations to the corresponding group $\operatorname{SU}(\mathrm{n}, \mathrm{l})^{\mathrm{X}}$.

## 1. Generalities.

Let $g$ be a Lie algebra with an antilinear anti-involution $\omega$; then $\omega$ extends uniquely to an antilinear anti-involution of the universal enveloping algebra $\mathbb{U}(g)$. Let $\boldsymbol{p}$ be a subalgebra of satisfying ( 0.1 ). Choose a subspace $\boldsymbol{n} \mathcal{C} \boldsymbol{g}$ such that $\mathbf{g}=\boldsymbol{p} \oplus \boldsymbol{\pi}$. Then we have the decomposition into a direct sum of vector spaces : $U(g)=n U(g) \oplus U(p)$. Denote by $\beta$ the projection on the second summand. Let $\lambda: \rho \rightarrow \mathbb{C}$ be a 1 -dimensional representation of $b$ and extend it to the whole $u(p)$. Put $u^{\lambda}(p)=\{b \in p \mid \lambda(b)=0\}$. Define a sesquilinear form $H$ on $u(g)$ by

$$
\begin{equation*}
H(u, v)=\lambda(\beta((w, v) u)) \tag{1.1}
\end{equation*}
$$

It is straightforward that
(1.2) $H\left(u^{\prime} u, v\right)=H\left(u,\left(w \cdot u^{\prime}\right) v\right)$ and, (1.3) $H\left(u^{\lambda}(p), u(4)\right)=0$

In order to have the Hermitian property of $H$ (ie. $H(u, u)=H(u ; \mu)$ ) we need to assume
(1.4) $\lambda(\beta(u))=\overline{\lambda(\beta(\omega \cdot u))}$ for $u \in U(\boldsymbol{q})$

We put
(1.5) $M(\lambda)=u(g) / u(g) u^{\lambda}(p)$
and define a representation $\tilde{\pi}_{\lambda}$ of $\boldsymbol{g}$ on $M(\lambda)$ via left multiplication. The representtation $\left(M(\lambda), \tilde{\pi}_{\lambda}\right.$ ) is called a (generalized) Verna module. We denote by $V_{\lambda} \in M(\lambda)$ the image of 1 . Then ( 0.2 ) and ( 0.3 ) are satisfied, so that $M(\lambda)$ is a highest weight representation with highest weight $\lambda$. Furthermore, since, by (1.3), the kernel of the Hermitian form $H$ contains $U^{\lambda}(\boldsymbol{P})$, we obtain a contravariant Hermitian form on $M(\lambda)$, also denoted by $H$. By uniqueness of the contravariant form, $H$ is independent of the choice of $\boldsymbol{\eta}$ (satisfying (1.4)).
Let $I(\lambda)$ be the Kernel of $H$ on $M(\lambda)$ and put $L(\lambda)=M(\lambda) / I(\lambda)$. Then $\tilde{\pi}_{\lambda}$ induces a highest weight representation $\| T_{\lambda}$ of $g$ on the space $L(\lambda)$ and $H$ induces a non-
degenerate contravariant Hermitian form on $L(\lambda)$, also denoted by $H$. It is clear that conversely, if $L(\lambda)$ is a highest weight representation with a non-degenerate fermitia form, it is obtained from the Verma module $M(\lambda)$ as above.
Thus, we arrive at the following
Lemma I.I. Let $\mathcal{f}$ be a Lie algebra with an antilinear anti-involution $\omega$, and let $\boldsymbol{p}$ be a subalgebra of 8 satisfying (0.1). Let $\lambda$ be a 1 -dimensional representation of p. Suppose that we can choose a subspace $\boldsymbol{\eta} \subset \boldsymbol{g}$, such that $g=\boldsymbol{p} \boldsymbol{n}$, and such that the corresponding projection $\beta: U(\boldsymbol{g}) \rightarrow U(p)$ satisfies (1.4). Then there exists a unique highest weight representation $\Pi_{\lambda}$ with highest weight $\lambda$ of $g$ on a vector space $L(\lambda)$ with a non-degenerate contravariant Hermitian form.
We shall sometimes write $M p_{i \omega}(\lambda), L_{p, \omega}(\lambda), \pi_{\lambda} ; p$ and $H \omega$ instead of $M(\lambda), L(\lambda)$, $\Pi_{\lambda}$, and $H$, in order to emphasize the dependence on $p$ and $\omega$.
Remark : Let $2, \rho, \omega, \lambda$ and $x$ be as in Lemma 1.1, and let $b<p$ be a subalgebra such that $b+w b=g$ and such that there exists a subspace $u \subset p$ with $p=b \in \mathbb{M}$ and
(1.6) $\left.\lambda\right|_{*}=0$.

Let $\bar{\lambda}=\left.\lambda\right|_{b}$. Then the highest weight representations $\Pi_{\lambda} ; \rho$ and $\Pi_{\bar{\lambda}}, \boldsymbol{b}$ are equivalent. Indeed, since $U^{\lambda}(p) \supset U^{\bar{\lambda}}(b)$, there exists a surjective $\mathcal{\delta}^{-m a p}$ $\tilde{\varphi}: M_{b, \omega}(\bar{\lambda}) \rightarrow M_{\mathcal{P}, \omega}(\lambda)$. Using (1.6), one easily checks that Kier $\tilde{\varphi}$ is contained in the Kernel of $H_{\omega}$. It follows that $\tilde{\psi}$ induces an equivalence of representations $\Psi_{i}: L_{b, w}(\bar{\lambda}) \underset{\sim}{\sim} L_{, w}(\lambda) \quad \square$

Example : The canonical commutation relations representation $L(a)$ of the infinitedimensional Heisenberg algebra (see the introduction) is a Verna module. Choose $u=\sum_{i} \mathbb{C} q_{i}$; then condition (1.4) holds whenever a $\in \mathbb{R}$. Hence $L(a)$ carries a Hermitian form whenever $a \in \mathbb{R}$ (it is clear that this condition is also necessary). The representation $L(a)$ is irreducible of a $\neq 0$. Thus $L(a)$ is an (irreducible) highest weight representation with a contravariant Hermitian form if a $\in \mathbb{R} \backslash\{0\}$. $\square$
2. Involutions and Bore subalgebras.

For basic definitions and facts of the theory of Kac-Moody algebras we refer to the book [4].
Let $g^{\prime}=g^{\prime}(A)$ be a Kac-Moody algebra associated to the generalized Carton matrix A. This is a Lie algebra with Chevallay generators $e_{i}, f_{i}, \alpha_{i}{ }^{v} \quad(i=1, \ldots, n)$ satisfying certain well-known relations. Let $\Delta$ be the set of roots of $g$ and let

$$
g=\underset{\alpha \in \Delta u\{0\}}{\oplus} g_{\alpha}
$$

be the root space decomposition of $g$.

We call a subset $\Delta_{+}$of $\Delta$ a set of positive roots if the following three properties hold :
(2.1) if $\alpha, \beta \in \Delta_{+}$and $\alpha+\beta \in \Delta$, then $\alpha+\beta \in \Delta_{+}$;
(2.2) if $\alpha \in \Delta$, then either $\alpha$ or $-\alpha$ lie in $\Delta_{+}$;
(2.3) if $\alpha \in \Delta_{+}$, then $-\alpha \notin \Delta_{+}$.

Example : Let $\prod^{\text {st }}$ be the set of roots corresponding to the generators $e_{i}(i=1, \ldots n)$ of $g_{;}$we call $\Pi^{\text {st }}$ the standard set of simple roots. Let $\Delta_{t}^{s t}=\left\{\sum_{i} k_{i} \alpha_{i} \mid\right.$ $k_{i} \in \mathbb{Z}_{+}=\{0,1,2, \ldots\}$ and $\left.\alpha_{i} \in \prod^{\text {st }}\right\}$. Then $\Delta_{+}^{s t}$ is the conventional set of positive roots (see [4]), which we call the standard set of positive roots.
Given a set of positive roots $\Delta_{+}$, one associates to it the Borel subalgebra $b_{=} \underset{\alpha}{\oplus} \Delta_{+} \cup\{0\} g_{\alpha}$. The Bore subalgebra associated to $\Delta_{+}^{\text {st }}$ is denoted by $\mathbf{b}^{\text {st }}$. A subalgebra $p$ of $g$ containing $b$ is called a parabolic subalgebra.
 It is clear that, replacing $e_{i}$ by $\lambda e_{i}$ and $f_{i}$ by $\lambda^{-1} f_{i}$, one can bring $\omega$ to the following form :

$$
\omega \cdot e_{i}= \pm f_{i} \quad(i=1, \ldots, n)
$$

An important example is the compact antilinear anti-involution $\omega_{c}$ defined by :

$$
w_{c} \cdot e_{i}=f_{i} \quad(i=1, \ldots, n)
$$

Note that if $\boldsymbol{\omega}$ is a consistent antilinear anti-involution and $\boldsymbol{p}$ is a parabolic subalgebra of $g$, then condition ( 0.1 ) holds. One can show that conversely, if ( 0.1 ) holds for some $\boldsymbol{p}$ and $\omega$, then $\omega$ is conjugate to a consistent antilinear anti-involuion (cf. [5]).
Let $W$ be the Well group of the Kac-Moody algebra g; for a real root $\alpha$, let $r_{\alpha} \in W$ denotes the reflection with respect to $\alpha$.
We start with the classification of sets of positive roots in the finite-dimensional case.

Lemma 2.1. If $\Delta$ is a finite root system, then a set of positive roots $\Delta_{+}$is $W$-conjugate to $\Delta_{+}^{\text {st }}$. Proof. If $\Pi^{\text {st }} \subset \Delta_{+}$, then $\Delta_{+}=\Delta_{+}^{s t}$ and there is nothing to prove. otherwise, there exists $\alpha \in \Pi^{s t} \backslash \Delta_{+}$, and $\left|\left(r_{\alpha} \cdot \Delta_{+}\right) \cap_{-} \Delta_{+}^{s t}\right|<\left|\Delta_{+} \cap-\Delta_{+}^{s t}\right|$. After a finite number of such steps we get $\Delta_{+}=\Delta_{+}^{\text {st }}$. By Lemma 2.1, a Bore subalgebra of a finite-dimensional simple Lie algebra $\dot{g}$ is conjugate to $b^{\text {st }}$.

The situation is different for infinite-dimensional Kac-Moody algebras. For example, let be an affine Kac-Moody algebra associated to $f$ ("non-twisted" case); then the subalgebra $b$ defined by $(0.7)$ is $\boldsymbol{b}^{s t}$. On the other hand, putting $\dot{b}=\hat{h} \notin \dot{H}$, where $h$ is a Carton subalgebra and $\dot{\phi}$ a maximal nilpotent subalgebra of $\dot{f}$ we have another Bore subalgebra of $g$, which is not conjugate to $b^{s t}$, namely the natural Bore subalgebra :

$$
b^{n a t}=\left(\mathbb{L}_{c} \oplus\left(\mathbb{C}[z] \otimes_{\mathbb{C}} \dot{A}^{\prime}\right) \oplus\left(\mathbb{C}\left[z, z^{-1}\right] \otimes \mathbb{C}^{n}\right)\right.
$$

A "twisted" affine algebra is a fixed point set in of a nontrivial symmetry of Chevalley generators, and we take $b^{\text {nat }}$ to be the intersection with this set of the natural Bore subalgebra of $g$.
To show that $b^{s t}$ and $\boldsymbol{b}^{\text {not }}$ are not conjugate, note that (similar fact holds for any Kac-Moody algebra) :

$$
b^{s t}=\left(\dot{h}+\mathbb{C}_{c}\right) \oplus\left[b^{s t}, b^{s t}\right] ;
$$

on the other hand one has

$$
b^{n a t}=\left(\mathbb{C}_{c}+\mathbb{C}[z] \otimes_{\mathbb{C}} \dot{n}\right) \oplus\left[b^{\text {nat }} b^{\text {nat }}\right]
$$

Now we turn to the classification, up to W-equivalence, of the subsets of positive roots of an affine root system ; this is equivalent to the classification of Bore subalgebras of an affine Kac-Moody algebra g up to conjugation.
Let $\Delta$ be the root system of an affine Kac-Moody algebra $g$ and $1 e t \prod^{s t}=\left\{\alpha_{0}, \alpha_{1}, \ldots, \alpha_{e}\right\}$ be the standard set of simple roots (the ordering of simple roots is that of [4]). Put $\prod_{\dot{i}}^{\dot{m}}\left\{\alpha_{1}, \ldots, \alpha_{l}\right\}, \dot{\Delta}=\left\{\alpha \in \Delta \mid \alpha=\sum_{i=1}^{R} k_{i} \alpha_{i}\right\}$,

$$
\dot{\Delta}_{+}=\left\{\alpha \in \dot{\Delta} \mid \alpha=\sum_{i=1}^{i} \dot{k}_{i} \alpha_{i} \text { with } \quad k_{i} \geqslant 0 \quad\right\}
$$

Then $\dot{\Delta}$ is the root system of the "underlying" finite-dimensional simple Lie algabra 8 . Let $\delta$ be the unique indivisible imaginary root from $\Delta_{t}^{s t}$. Recall that the sets $\Delta$ and $\Delta_{+}^{\text {st }}$ can be easily reconstructed in terms of the finite root system $\dot{\Delta}$ and the root $\delta \quad[4$, Chapter 6] :
Example. Let $g$ be an affine Lie algebra associated to $\dot{g}$. Then :

$$
\begin{aligned}
& \text { (2.4) } \Delta=\{\alpha+n \delta \mid \alpha \in \dot{\Delta} \cup\{0\}, n \in \mathbb{Z}\} \\
& \text { (2.5) } \Delta_{+}^{s t}=\{\alpha+n \delta \mid \alpha \in \dot{\Delta} \cup\{0\},
\end{aligned}
$$



For a "twisted" affine Lie algebra, the set of roots is a subset of ( $\Delta \cup \frac{1}{2} \Delta$ ) $\cap Q$, invariant under the shift by $k \delta(k=2$ or 3 ), where $\Delta$ is defined by (2.4) (see [4, Chapter 6] for details).
Let $\Delta_{+}$be a set of positive roots of an affine root system $\Delta$. Replacing $\Delta_{+}$ by $-\Delta_{+}$if necessary, we can assume that $\delta \in \Delta_{+} \quad$. A root $\alpha \in \Delta_{+} \quad$ is called
bad if all the roots of the form $\alpha+n \delta(n \in \mathbb{Z})$ lie in $\Delta_{+}$; otherwise, a root $\alpha \in \Delta_{+}$is called good It is clear that $\delta$ is a good root for any $\Delta_{+}$and that all the roots from $\Delta_{+}^{s t}$ are good.
Lemma 2.2. Let $\Delta_{+}$be a set of positive roots of an affine root system $\Delta$, such that $\delta \in \Delta_{+}$.
(a) $1 f \alpha \in \Delta_{+}$is good, then there exists $s \in \mathbb{Z}+$ such that a root $\alpha+n \delta$ lies in $\Delta_{+}$iff $n \geqslant-s$.
(b) If $\alpha_{1} \beta, \alpha+\beta \in \Delta_{+}$and $\alpha$ is bad, then $\alpha+\beta$ is bad.
(c) If $\alpha, \beta, \alpha-\beta \in \Delta_{+}$and $\alpha$ and $\beta$ are good, then $\alpha-\beta$ is good.
(d) If $\alpha_{1} \beta, \alpha+\beta \in \Delta_{+}$and $\alpha$ and $\beta$ are good, then $\alpha+\beta$ is good.

Proof. (a) and (b) are obvious and (c) follows from (b). If $\alpha$ and $\beta$ are good roots for $\Delta_{+}$, but all the roots of the form $\alpha+\beta+n \delta(n \in \mathbb{Z})$ lie in $\Delta_{+}$, then all the roots of the form $-\alpha-\beta+n \delta$ lie in $-\Delta_{+}$. But $\alpha+S \delta \in-\Delta_{+}$ for some $s$ since $\alpha$ is good, hence all the roots of the form - $\beta+n \delta$ lie in $-\Delta_{+}$ and all the roots of the form $\beta+n \delta$ lie in $\Delta_{+}$. This contradiction proves (d). $\square$ Let x be a subset of $\dot{\Pi}$. We associate to x a subset of positive roots $\Delta_{+}^{x}$ of $\Delta$ as follows. In the non-twisted case we put :

$$
\begin{align*}
\Delta_{+}^{x}= & \left\{\alpha+n \delta \mid \alpha \in \dot{\Delta}_{+} \backslash \mathbb{Z} X, n \in \mathbb{Z}\right\} \cup \\
& \{\alpha+n \delta \mid \alpha \in(\dot{\Delta} \cap \mathbb{Z} X) \cup\{0\}, n>0\} \cup \dot{\Delta}_{+} \tag{2.6}
\end{align*}
$$

In the twisted case, we put $\Delta_{+}^{x}=\left(\Delta_{+} \cup \frac{1}{2} \Delta_{+}\right) \cap \Delta$, where $\Delta_{+}$is the set defined as in (2.6).
Proposition 2.1. If $\Delta$ is an affine root system, then every set of positive roots is $W_{x}\{ \pm 1\}$-conjugate to one of the sets $\Delta_{+}^{x}$.
Proof. Let $\Delta_{+}$be a subset of positive roots of $\Delta$; we can assume that $\delta \in \Delta_{+}$. Let $\mathrm{x}=\left\{\alpha_{i} \in \dot{\Pi} \mid\right.$ either $\alpha_{i}$ or $-\alpha_{i}$ is a good root of $\left.\Delta_{+}\right\}$. Put $\dot{\Delta}_{x}=\mathbb{Z} \times \cap \dot{\Delta}$, $\Delta_{x}=\left\{\alpha+n \delta \left\lvert\, \alpha \in \dot{\Delta}_{x} \cup \frac{1}{2} \dot{\Delta}_{x} \cup\{0\}\right., n \in \frac{1}{2} \mathbb{Z}\right\} \cap \Delta$, $\Delta_{X+}=\Delta_{x} \cap \Delta_{+}$.
By lemma 2.2, for each $\alpha \in \Delta_{X}$, either $\alpha$ or $-\alpha$ is a good root of $\Delta_{+}$. It follows that $\left|\Delta_{x+} \cap-\Delta_{+}^{s t}\right|<\infty$. Applying the same argument as that in the proof of Lemma 2.1, we may assume that $\Delta_{X+} \subset \Delta_{+}^{s t}$. Applying again this argument we may assume that $\dot{\Pi} \subset \Delta_{+}^{s t}$. But then, by Lemma 2.2, $\Delta_{x_{+}}$is the set of good roots of $\Delta_{+}$. It follows that $\Delta_{+}=\Delta_{+}^{X}$.
3. A list of unitarizable highest weight representations.

Let $g$ be an arbitrary Kac-Moody algebra, let $b$ be the standard Bore subalgebra, of , let $\omega=\omega_{C}$ and let $\lambda: b \rightarrow \mathbb{C}$ be a 1-dimensional representation of $\boldsymbol{b}$
defined by

$$
\lambda\left(e_{i}\right)=0, \lambda\left(\alpha_{i}^{v}\right)=m_{i} \in \mathbb{Z}_{+}(i=1, \ldots, n)
$$

Then the representation $\Pi_{\lambda} ; \boldsymbol{b}, \omega_{c} \quad$ is unitarizable ([4, Chapter 11]). These representations are called integrable highest weight representations. In particular, if $g$ is finite-dimensional, these representations are precisely all finite-dimensional irreducible representations of $g$. Furthermore, it is well-known that if $g$ is a finite-dimensional simple Lie algebra, then an infinte-dimensional highest weight representation $\Pi_{\lambda ;} b, \omega$ is unitarizable only if $\boldsymbol{\omega}$ is a consistent antilinear anti-involution which corresponds to a fermithan symmetric space, and all possibilities for $\lambda$ are listed in [1], [3].
There is the following "elementary" way to construct a unitarizable highest weight representation $\Pi_{\lambda}$ of an affine Lie algebra. First, we take $\Pi_{\lambda}(c)=0$ so that $\Pi$ can be viewed as a representation of the Lie algebra $\mathbb{C}\left[z, z^{-1} \otimes_{\mathbb{C}} \dot{G}\right.$ in the non twisted case" or its subalgebra in the"twisted" case. Furthermore, fix $N$ non-zero complex numbers $c_{1}, \ldots, c_{N}$ and denote by $\varphi_{i}: \mathbb{C}\left[z, z^{-1}\right] \otimes_{\mathbb{C}} \dot{g}$ the evaluation map at $c_{i}$ ie. $\varphi_{i}\left(z^{k} \otimes g\right)=c_{i}^{k} g$. Fix a Bore subalgebra $\dot{b}$ of $\dot{g}$ and a consistent antilinear anti-involution $\dot{\omega}$ of $\dot{g}$ Let $\pi_{\lambda_{i}}(i=1, \ldots, N)$ be a unitarizable highest weight representation of $\dot{g}$ on $L\left(\lambda_{i}\right)=L_{\dot{b}}^{\dot{j}} \dot{\omega}\left(\lambda_{i}\right)$. Then $\Pi_{\lambda_{i}} \cdot \varphi_{i}$ is a unitarizable highest weight representation of $g$. Let $p=\mathbb{C}\left[z, z^{+1}\right] \otimes b^{k}$, define a representation $p \rightarrow \mathbb{C}$ by $\lambda\left(z^{k} \otimes b\right)=\sum_{c} c_{i}^{k} \lambda_{i}(b)$ and an antilinear anti-involution $\omega$ of $g^{\text {by }} \omega \cdot\left(z^{k} \otimes g\right)=z^{-k} \otimes(\dot{\omega}, g)$ Then we have :

$$
\begin{aligned}
L_{p, \omega}(\lambda) & =L\left(\lambda_{1}\right) \otimes \ldots \otimes L\left(\lambda_{N}\right) \\
\pi_{\lambda ; p} & =\left(\pi_{\lambda_{1}}, \varphi_{1}\right) \otimes \ldots \otimes\left(\pi_{\lambda_{N}} \cdot \varphi_{N}\right)
\end{aligned}
$$

Thus, the representation $\pi_{\lambda} ; p$ of $g$ on the space $L_{p, \omega}(\lambda)$ is unitarizable. We call these representations elementary.
Finally, let $g=s \ell_{\ell+1}\left(\mathbb{C}\left[z, z^{-1}\right]\right) \quad$ (i.e. we assume that the center $\mathbb{C}_{c}$ acts trivially), let $P=\left\{\left(a_{i j}(z)\right) \in g \mid a_{i j=0}\right.$ for $\left.i>j\right\} \supset L^{\text {nat }}$, and let $\omega \cdot\left(a_{i j}(z)\right)=\left(\varepsilon_{i j} \bar{a}_{j i}(z-1)\right)$, where $\varepsilon_{i j=1}$ if $i \neq 1$ or $j \neq 1$ or $i=j=1$, and $\varepsilon_{i j=-1}=-1$ otherwise (for $a(z)=\sum c_{i} \cdot z^{i} \in \mathbb{C}\left[z, z^{-1}\right]$ we write $\left.\bar{a}(z)=\sum \overline{c_{i}} z^{i}\right)$.
Let $m$ be a finite positive measure on the unit circle $\mathbb{S}^{\prime} \mathbb{C} \mathbb{C}$. Define a linear functional $\varphi_{m}: \mathbb{C}[z, z-1] \rightarrow \mathbb{C}$ by $e_{m}(a(z))=\int_{S i} a(z) d m$. Define a representation $\lambda_{m}: \boldsymbol{p} \rightarrow \mathbb{C}$ by $\left.\lambda_{m}\left(C a_{i j}(z)\right)=-e_{m}\left(a_{44}(z)\right)\right)$
Then the representation $\pi_{\lambda_{m}}$ of $S \ell_{l_{+1}}\left(\mathbb{C}\left[z, z^{-1}\right]\right)$ on the vector space
$L_{P, \omega}\left(\lambda_{m}\right)$ is
called exceptional. We will show, as a part of a more general result, that they are unitarizable.

Now we can state our first main result.
Theorem 3.1. Let $g$ be an affine Lie algebra, let $\omega$ be a consistent antilinear antiinvolution of $g$ and let $b$ be $a$ Bore subalgebra of $g$ Let $\boldsymbol{\lambda}: \mathbf{b} \rightarrow \mathbb{C}$ be $a$ 1 -dimensional representation of $\mathbf{b}$. Then the representation $\pi_{\lambda} ; \mathbf{b}, \boldsymbol{w}$ of $\mathbf{g}$ an the space $L b, w(\lambda)$ is unitarizable if and only if it is equivalent to either an integrable representation, or an elementary representation, or an exceptional repredentation.
4. Elimination.

We now begin to prove Theorem 3.1. This section is devoted to the negative, ide. nonunitarizable, aspects.
Let us first look at the affine Lie algebra $\hat{L}\left(s 1_{2}\right)$ associated to $s 1_{2}(\mathbb{C})$. We have that $s 1_{2}(\mathbb{4})=\operatorname{span}\{e, f, h\}$ with commutation relations

$$
\text { (4.1) }[e, f]=h ; \quad[h, e]=2 e ; \quad[h, f]=-2 f
$$

We write elements $z^{m} \otimes$ of $\mathbb{C}\left[z, z^{-1}\right] \otimes s l_{2}$ as $z^{n} x$. We have that
(4.2) $\hat{L}\left(s l_{2}\right)=\mathbb{C}\left[z, z^{-1}\right] \otimes_{\mathbb{C}} s l_{2} \oplus \mathbb{C}_{c}$,
where, in particular,

$$
\text { (4.3) }\left[z^{n} e, z^{m} f\right]=n \delta_{n,-m} C
$$

According to Proposition 2.1 there are, up to conjugacy, two distinct sets of positive roots. In either case, a consistent involution $\omega$ is of the form

$$
\text { (4.4) } \omega(e)=\varepsilon_{1} f \quad ; \omega(z h)=\varepsilon_{2} z h
$$

where $\varepsilon_{1}^{2}=\varepsilon_{2}^{2}=1$. There are essensially four distinct parabolic subalgebras compatible with (some of) the involutions above :
(4.5) $b^{s t}=h \oplus \operatorname{span}\left\{z^{k} e \mid k \geqslant 0\right\} \oplus \operatorname{span}\left\{z^{k} f, z^{k} h \mid k>0\right\}$,

$$
p^{\text {nat }}=\operatorname{span}\left\{z^{k} e, z^{k} h \mid k \in \mathbb{Z}\right\}
$$

$$
b^{\text {nat }}=\operatorname{span}\left\{z^{k} h \mid k \geqslant 0\right\} \oplus \operatorname{span}\left\{z^{k} e \mid k \in \mathbb{Z}\right\} \text {, and }
$$

$$
\boldsymbol{p}^{k t}=\operatorname{span}\left\{z^{k} h, z^{k} e, z^{k} f \mid k \geqslant 0\right\}
$$

Assuming that $L(\lambda)=L_{b, \omega}(\lambda)$ is unitarizable, we now analyze the restrictions this requirement imposes on the data. First we observe, as remarked after Lemma 1.1, that $\boldsymbol{P}^{k t}$ does not give other unitarizable modules than does $f^{\text {st }}$. A second simplitying observation is, that due to the symmetry of the Hermitian form, in the case of $6^{n \lambda t}, \lambda\left(z^{n} h\right)_{=-\delta_{n, e}} a$ for some $a \in \mathbb{R}$. Hence, the treatment of this case is covered by that of prat.
Returning to (4.4), it follows that

$$
\begin{equation*}
\omega\left(z^{n} h\right)=E z^{m} z^{-n} h \tag{4.6}
\end{equation*}
$$

$$
\omega\left(z^{n} f\right)=\varepsilon_{1} \varepsilon_{2}^{n} z^{-n} e
$$

We let $\left(z^{n} h\right) \cdot v_{\lambda}=\lambda\left(z^{n} h\right) v_{\lambda}=\lambda_{n} v_{\lambda}$, and $c \cdot v_{\lambda}=c v_{\lambda}$. Let us turn to an examination of the standard set of positive roots:
Firstly, the symmetry of $H$ forces $\lambda_{n}=\lambda \delta_{n, 0}$. Secondly, we have that for all $k, n \in \mathbb{N}$

$$
\begin{align*}
& \left.H\left(z^{-n} f\right)\left(z^{-2} e\right)^{k} v_{\lambda},\left(z^{-n} f\right)\left(z^{-2} e\right)^{k} v_{\lambda}\right)=  \tag{4.7}\\
& \varepsilon_{1}\left(\varepsilon_{2}\right)^{n}(\lambda+2 k+n c) H\left(\left(z^{-2} e\right)^{k} v_{\lambda},\left(z^{-2} e\right)^{k} v_{\lambda}\right)
\end{align*}
$$

It is no loss of generality to assume that $\left(z^{-2} e\right)^{k} v_{\lambda} \neq 0$ since we may otherwise just replace it with some $\left(z^{-j} e\right)^{k} v_{\lambda}, j \in \mathbb{N}$. Thus if the module is unitarizable and nontrivial, then $\varepsilon_{1}=\varepsilon_{2}=1$. This is the compact antilinear anti-involution, and hence by the $s 2^{-}$theory, $L(\lambda)$ is an integrable representation
(observe that $\lambda, c \in \mathbb{Z}_{+}$, and $c \geqslant \lambda$ ).
In the natural case we have

$$
\begin{equation*}
H\left(z^{n} f v_{\lambda}, z^{n} f v_{\lambda}\right)=\varepsilon_{1} \varepsilon_{2}^{n}(-n c+\lambda) \text { for all } n \in \mathbb{Z} \tag{4.8}
\end{equation*}
$$

Thus, positivity of $H$ implies that $c=0$ and $\varepsilon_{2}=1$. Further we observe that for a general $a=\sum a_{n} z^{n} \in \mathbb{C}\left[z, z^{-n}\right]$
(4.9) $H\left(a f v_{\lambda}, a f v_{\lambda}\right)=\varepsilon_{1} \lambda\left(a a^{*}\right)$
where $a^{*}=\left[\bar{a}_{n} z^{-n}\right.$. Thus, $\varepsilon_{1} \lambda$ is a positive linear functional on $\mathbb{C}\left[z, z^{-1}\right]$ It is then natural to represent $\mathbb{C}\left[z, z^{-1}\right]$ as the set of functions on $S^{1}$, $\mathbb{C}\left[z, z^{-1}\right]=\left\{\sum_{n=-\infty}^{\infty} a_{n} e^{i n \theta} \mid\right.$ all but a finite number of the $a_{n}$ 's are nonzero $\}$ The positivity of $\varepsilon_{1} \lambda$ implies continuity and thus it extends to a positive Radon
 6.2 below, that the module $L_{b}{ }^{\text {nat }}, \omega(\lambda)$ is irreducible except in the case where
supp ( $\mu$ ) is contained in a finite number of points.
Consider then the case $\varepsilon_{1}=1$. This corresponds to a compact (su(2)) situation. Thus there mustexist an integer $i_{0} \in \mathbb{N}$ and a nontrivial invariant subspace $S_{i_{0}}$ such that $\forall_{i} \geqslant i_{0}: f^{i} \in S_{i_{0}}$. Thus, the measure $\mu$ must be finitely supported. It is straightforward that in this case we do have unitarity.
Finally, as we shall see below, the case $\varepsilon_{1}=-1$ leads to unitarity.
Let us summarize :
Lemma 4.1. For $\hat{L}\left(s \ell_{2}\right)$ only the following situations may lead to unitarity.
(4.10) $b^{\text {st }}: \omega(e)=f, \omega(f)=e, \omega(z h)=z^{-1} h$ and $c \geqslant|\lambda|$
and $p^{\text {nat }}: \omega(e)=\varepsilon f, \omega(f)=\varepsilon e, \omega(z h)=z^{-1} h$
and $\lambda\left(z^{n} n\right)=\lambda_{n}=\varepsilon \int_{S^{1}} e^{i n \theta} d \mu(\theta)$
where if $\varepsilon=1, \mu$ is finitely supported, and always, $\varepsilon \mu$ is a positive Radon measure.

An immediate consequence of this lemma for an arbitrary affine Lie algebra is that for the standard system of positive roots only the compact involution may lead to unitarity (and hence $L(\lambda)$ must be an integrable representation). Turning now to the natural or partly natural ("nonstandard") situation we will assume that the measures involved are not finitely supported since this case is easily dealt with (cf. §3). It follows from Lemma 4.1 that now $c=0$, and $\omega\left(e_{\alpha}\right)=-e_{-\alpha}$ ("non-compact") on the nonstandard part.
Let denote a simple complex Lie algebra of finite diemnsion. It is well-known [2] and quite straight forward to see that besides conjugation in a compact real form, the only situations that lead to unitarizable highest weight modules are those where has a real form corresponding to a Hermitian symmetric space, and where $\omega$ is conjugation with respect to this.
Specifically, let $\dot{g}_{0}=\left(\dot{g}_{0}\right)^{\mathbb{C}}$ and let $\dot{g}_{0}=\dot{k} \oplus \dot{\boldsymbol{p}}$ be a carton decomposition of the real Lie algebra $\mathcal{O}_{0}$. Then $\mathcal{K}^{*}$ has a one-dimensional center $\eta=\mathbb{R} h_{0}$, where $h_{0}$ is chosen such that its eigenvalues under the adjoint action on $\dot{p}^{\boldsymbol{c}}$ are $\pm i$. Let

$$
\begin{align*}
& \dot{p}^{+}=\left\{x \in \dot{p}^{\mathbb{C}} \mid\left[h_{0}, x\right]=i x\right\}  \tag{4.11}\\
& \dot{p}^{-}=\left\{x \in \dot{p}^{\mathbb{C}} \mid\left[h_{0}, x\right]=-i x\right\}
\end{align*}
$$

and
Let $\dot{k}_{\mathbf{t}}=[\boldsymbol{i}, \dot{k}]$ and let $i \boldsymbol{i}$ be a maximal abelian subalgebra of $\dot{k}_{\mathbf{k}}$. Then $\dot{k}=\boldsymbol{k}_{1} \oplus \mathbb{R} \boldsymbol{h}_{0}$
 is a Carton subalgebra of The sets of compact and non- compact roots of relative to $\mathfrak{h}$ are denoted $\Delta_{c}$ and $\Delta_{n}$, respectively $\Delta=\Delta_{c} \cup \Delta_{n}$. We choose an ordering
of $\Delta$ such that

$$
\dot{p}^{+}=\sum_{\alpha \in \Delta_{n}^{+}} \dot{g}_{\alpha}
$$

For $\gamma \in \Delta_{+}$let $H_{\gamma}$ be the unique element of $\dot{h} \cap\left[\dot{g}_{\gamma}, \dot{g}_{\gamma}\right]$ for which $\gamma\left(H_{\gamma}\right)=2$. For $\alpha \in \Delta_{n}^{+}$choose $e_{\alpha} \in \dot{\theta}_{\alpha}$ such that

$$
\begin{equation*}
\left[e_{\alpha}, \omega\left(e_{\alpha}\right)\right]=H_{\alpha} \tag{4.12}
\end{equation*}
$$

and let $\quad e_{-\alpha}=\omega\left(e_{\alpha}\right)$.
Since in any nonstandard situation $c=0$, and since by the assumptions on the measres we are looking at irreducible modules (cf. §6), it follows from the preceding analysis that $\chi\left(\mathbb{C}\left[z, z^{-1}\right] \otimes \mathbb{k}_{1}^{〔}\right) \cdot V_{\lambda}$ must be in the Kernel of the Hermitian form. Thus our module is "scalar", that is, of the form

$$
\begin{equation*}
M(\lambda)=U\left(\mathbb{C}\left[z, z^{-1}\right] \otimes \dot{p}^{-}\right) \cdot v_{\lambda} \tag{4.13}
\end{equation*}
$$

where $\left(\mathbb{C}\left[z, z^{-1}\right] \otimes \dot{p}^{+}\right) \cdot v_{\lambda}=0 \quad,\left(\mathbb{C}\left[z, z^{-1}\right] \otimes \dot{k}_{1}\right) \cdot v_{\lambda}=0$
and $\left(z^{n} h_{0}\right) \cdot v_{\lambda}=-\left(\int_{S^{1}} e^{i n \theta} d \mu(\theta)\right) v_{\lambda}$
for some positive measure $\mu$ which is not supported by a finite number of points. Observe that
(4.14) $\quad \lambda_{0}=-\int_{S^{1}} d \mu(\theta)<0$.

We now recall a result about the scalar modules $U\left(\dot{\rho}^{-}\right) \cdot v_{\lambda \text { with }} v_{\lambda}$ as above ([6], [7]). If there are at least two perpendicular non-compact roots (i.e. the real rank is greater than one) then for (a finite number $a f$ ) critical values $c_{1}, c_{2}, \ldots$ $\cdots, \quad 0>c_{1}>c_{2}>\ldots$, the module $U\left(\dot{p}^{-}\right) v_{\lambda}$ with $\lambda_{0}=c_{i}, i=1,2, \ldots$ is reducible. In fact, the Hermitian form restricted to this space is degenerate. Thus, when $\lambda_{0}$ equals one of these critical values, by the irreducibility of $M(\lambda)$ (Proposition 6.2) there can be no unitarity. Finally, for any $\lambda_{0}<0$, it is easy to deform the measure $\mu$, without destroying the irreducibility, into a measure $\tilde{\mu}$ which yields a $\lambda_{0}$ among these critical walues. We may thus state:
Proposition 4.2. In case the real rank of $\dot{g}$ is greater than one there can be no unitarizable module based on a natural parabolic subalgebra and on infinitely supported measures.
Remark : Hence only $\dot{\theta}=\operatorname{su}(n, 1)$ remains.
To bring our analysis to a conclusion we now turn to the "twisted" affine Lie algebras
(4.15) $\quad g=g_{0} \oplus g_{1}, \quad$ or $\quad g=g_{0} \oplus g_{1} \oplus g_{2}$

We maintain the assumption that the measures are not finitely supported. In a nonstandard situation, $c=0$, and thus, restricted to $\mathcal{C}_{0}$ one must be in a nonstandard or trivial situation. However, if the module is trivial on $\mathcal{O}_{0}$, it is trivial on .
Thus, by the preceding results, the only case that needs to be considered is $A_{2}^{(2)}$ with a natural parabolic subalgebra in $g_{0}$ :

$$
\begin{align*}
& A_{2}^{(2)}=\hat{H}_{0} \oplus 0_{1} \quad \text { and }  \tag{4.16}\\
& \hat{\theta}_{0}=\operatorname{sl_{2}}=\operatorname{span}\{e, f, h\} \quad \text { as in (3.1). }
\end{align*}
$$

Observe that the non-standardness of $g_{0}$ forces a non-standardness on the full algebra. Inside ${ }_{1}$ one can easily find elements $u_{1}{ }^{+}, u_{1}{ }^{-}, u_{2}{ }^{+}$, and $u_{2}{ }^{-}$such that

$$
\begin{equation*}
\operatorname{span}\left\{u_{1}^{+}, u_{1}-h\right\} \cong \operatorname{span}\left\{u_{2}^{+}, u_{2}^{-}, h\right\} \cong s l_{2} \tag{4.17}
\end{equation*}
$$

as Lie algebras, and such that

$$
\left[e_{1} u_{1}+\right]=-u_{2}+, \quad \text { and } \quad\left[f, u_{1}^{-}\right]=u_{2}^{-}
$$

Since we must have $w(e)=-$ and $w\left(u_{1}^{+}\right)=-u_{1}{ }^{*}$ it follows that $\omega\left(u_{2}{ }^{+}\right)=U_{2}{ }^{-}$, and this is impossible (it is compact). Thus at this level, there are no unitarizable modules.

Thus, the only highest weight representations which may be unitarizable are those listed in Theorem 3.1.
5. Unitarity.

Let $R$ denote a (non-commutative) associative algebra over $\mathbb{C}$ and let $\varphi$ be a trace on $R$, i.e. a linear map of $R$ into $\mathbb{C}$ which satisfies
(5.1) $\varphi(a b)=\varphi(b a) \quad$ for $a l l a, b \in R$.

We define the Lie algebra

$$
S l_{2}(R, \varphi)=\left\{\left.\left(\begin{array}{ll}
a_{1} & a_{2}  \tag{5.2}\\
a_{3} & a_{4}
\end{array}\right) \right\rvert\, a_{i} \in R, i=1,2,3,4 \text { and } \varphi\left(a_{1}+a_{4}\right)=0\right\}
$$

and we consider the Derma module $M(\varphi)$ defined by the property that there exists a nonzero vector $V_{\varphi}$ such that

$$
\left(\begin{array}{ll}
a_{1} & a_{2}  \tag{5.3}\\
0 & a_{4}
\end{array}\right) v_{\varphi}=\varphi\left(a_{1}\right) \cdot v_{\varphi}
$$

Let $\quad i \in \mathbb{N}$. We say that $\gamma=\left(\gamma_{1}, \ldots, \gamma_{s}\right) \in \mathbb{N}^{s}$ is an s-partition of i if

$$
\begin{equation*}
i=\gamma_{1}+\gamma_{2}+\cdots \cdots+\gamma_{s}, \quad \text { and } \tag{5.4}
\end{equation*}
$$

$$
\gamma_{1} \geqslant \gamma_{2} \geqslant \ldots \geqslant \gamma_{s}>0 .
$$

We let $\operatorname{Par}_{s}(i)$ denote the set of all such s-tuples. Further, if $\gamma_{\epsilon} \operatorname{Par}_{s}(i)$ we let $D_{\gamma}(i)$ denote the set of distributions of $i$ objects in the Young diagram of $\gamma$. If $\left(d_{1}, \ldots, d_{i}\right) \in R^{i}$ and if $t_{\gamma} \in D_{\gamma}(i)$ we let, for $j=1, \ldots, s$, $d\left(t_{\gamma}\right)_{j}$ denote the product of the elements in the fth row.
Let $\gamma \in \operatorname{Par}_{s}(N)$. Utilizing the fact that $\varphi$ is a trace, we will say that $\Pi_{1}^{1} \times \Pi_{2}^{1} \in S_{N} \times S_{N}$ is equivalent to $\Pi_{1} \times \Pi_{2} \in S_{N} \times S_{N}$, where $S_{N}$ denotes the group of permutations of $N$ letters, if for all $z_{1}, \ldots, z_{i}, \omega_{1}, \ldots \omega_{i} \in R$,

$$
(5.5) \varphi\left(z_{\pi_{1}^{1}(1)} \omega_{\pi_{2}^{1}(1)} \cdots z_{\pi_{1}^{\prime}\left(\gamma_{1}\right)} \omega_{\pi_{2}^{\prime}\left(\gamma_{1}\right)}\right) \ldots . \varphi\left(z_{\pi_{1}^{1}\left(\gamma_{1}+\cdots+\gamma_{s_{-1}}+1\right)} \omega_{\pi_{2}^{1}\left(\gamma_{1}+\cdots+\gamma_{s-1}+1\right)} \cdots\right)
$$

can be obtained from the analogous expression for $\Pi_{1} \times \Pi_{2}$ by a permutation of the $s$ factors $\varphi(\cdots)$ and/or by cyclic permutation of the variables (eq. $\varphi\left(z_{3} \omega_{3} z_{1} \omega_{1}\right.$ $\left.z_{2} \omega_{2}\right)=\varphi\left(z_{2} \omega_{2} z_{3} \omega_{3} z_{1} \omega_{1}\right)$.
The set of equivalence classes is denoted by $\left(S_{N} \times S_{N}\right)(\gamma)$.
Lemma 5.1. Let $z_{1}, \ldots, z_{N}, \omega_{1} \ldots, \omega_{N} \in R$. Then in $M(\varphi)$,

$$
(-1)^{N}\left(\begin{array}{cc}
0 & z_{1} \\
0 & 0
\end{array}\right) \ldots\left(\begin{array}{cc}
0 & z_{N} \\
0 & 0
\end{array}\right)\left(\begin{array}{cc}
0 & 0 \\
\omega_{1} & 0
\end{array}\right) \ldots\left(\begin{array}{cc}
0 & 0 \\
\omega_{N} & 0
\end{array}\right) \cdot v_{\varphi}=
$$

(5.6) $\sum_{S=1}^{N} \sum_{\gamma \in P_{r_{S}(N)}} \sum_{\left(\pi_{1} \times \pi_{2}\right] \in\left(S_{N} \times S_{N}\right)(\gamma)}(-1)^{\gamma_{1}} \varphi\left(z_{\pi_{1}(1)} \omega_{\pi_{2}(1)} \cdots z_{\pi_{1}\left(\gamma_{1}\right)} \omega_{\pi_{2}\left(x_{1}\right)}\right) \ldots(-1)^{\gamma_{s}} \varphi\left(\ldots z_{\pi_{1}(N)} \omega_{\pi_{2}(N)}\right) \cdot v_{\varphi}$

Proof : We proceed by induction. $N=1$ is trivial, so assume (5.6) is true up to $N$. We have, by (5.3),
(5.7) $(-1)^{N+1}\left(\begin{array}{cc}0 & z_{1} \\ 0 & 0\end{array}\right) \cdots\left(\begin{array}{cc}0 & z_{N+1} \\ 0 & 0\end{array}\right)\left(\begin{array}{cc}0 & 0 \\ \omega_{1} & 0\end{array}\right) \cdots\left(\begin{array}{cc}0 & 0 \\ \omega_{N+1} & 0\end{array}\right) \cdot v_{\mathbf{4}}=$ $=\sum_{i=1}^{N+1}(-1)^{N}\left(\begin{array}{cc}0 & z_{1} \\ 0 & 0\end{array}\right) \cdots\left(\begin{array}{cc}0 & z_{N} \\ 0 & 0\end{array}\right)\left(\begin{array}{cc}0 & 0 \\ \omega_{1} & 0\end{array}\right) \cdots\left(\begin{array}{cc}0 & 0 \\ \omega_{i} & 0\end{array}\right) \cdot \cdots\left(\begin{array}{cc}0 & 0 \\ \omega_{N+1} & 0\end{array}\right)(-1) \varphi\binom{z_{N+1}}{\omega_{i}} \cdot \nu_{\varphi}+$ $+(-1)^{N+1} \sum_{j>i}\left(\begin{array}{cc}0 & z_{1} \\ 0 & 0\end{array}\right) \cdots\left(\begin{array}{cc}0 & z_{N} \\ 0 & 0\end{array}\right)\left(\begin{array}{cc}0 & 0 \\ \omega_{1} & 0\end{array}\right) \cdots\left(\begin{array}{cc}0 & 0 \\ \omega_{i} & 0\end{array}\right) \cdots\left(\begin{array}{cc}-\omega_{i} z_{N+1} & \omega_{j}-\omega_{j} z_{N+1} \omega_{i}\end{array} 0 . \cdots\right.$ $\cdots\left(\begin{array}{ll}0 & 0 \\ \omega_{N+1} & 0\end{array}\right) \cdot V_{\varphi}$.
This, then, can be evaluated using (5.6), and as a result one will get an expression analogous to this. To treat the constants rigorously it is, by symmetry, enough to examine terms of the form

$$
\begin{equation*}
(-1)^{\gamma_{1}} \varphi\left(z_{1} \omega_{1} \ldots z_{\gamma_{1}} \omega_{\gamma_{1}}\right) \cdots(-1)^{\gamma_{5}} \varphi\left(z_{\left(\gamma_{1}+\cdots \gamma_{s-1}+1\right.} \cdots z_{N+1} \omega_{N+1}\right) \tag{5.8}
\end{equation*}
$$

Assuming $\gamma_{S}>1\left(\gamma_{S}=1\right.$ is trivial), the only way in which such a term can emerge is clearly by replacing $\omega_{N}$ by $-\omega_{N} z_{N+1} \omega_{N+1}$ in the analogous expression
$(-1)^{\gamma_{1}} \varphi\left(z_{1} \omega_{1} \ldots z_{\gamma_{1}} \omega_{\gamma_{1}}\right) \cdots(-1)^{\gamma_{S}-1} \varphi\left(z_{\gamma_{1}+\cdots+\gamma_{S-1}}+i z_{N} \omega_{N}\right)$
in (5.6).
As a first application of this result we get the unitarizability for au( $\gamma, 1$ ) : Let R denote the algebra of polynomial functions from the circle into $g \ell(r, \mathbb{C})$. Let $t r$ denote the usual trace on $g \ell(r, \mathbb{C})$ and define

$$
\begin{equation*}
\varphi_{\mu}(0(\theta))=-\int_{0}^{2 \pi} \operatorname{tr}(p(\theta)) d \mu \tag{5.9}
\end{equation*}
$$

for some positive Radon measure $\mu$. Observe that $-\varphi_{\mu}\left(p_{1}(\theta) p_{2}(\theta)^{*}\right)$
defines a positive defintie inner product on $R$. Take the $z$ 's of (5.6) to be of the form
(5.10)

$$
z=\left[\begin{array}{cccc}
c_{1} e^{i n_{1} \theta} & c_{2} e^{i n_{2} \theta} \ldots \ldots c_{r} e^{i n_{r} \theta} \\
0 & 0 \ldots \ldots \ldots \ldots \\
\vdots & \vdots & \ldots \ldots .
\end{array}\right]
$$

and the $w^{\prime}$ s to be of the form $z^{*}$, and observe that any product $z_{1}, z_{2}^{*}$ gives a matrix with at most one nonzero entry, namely the upper left hand corner. It follows that any expression $z_{1} z_{2}{ }^{*} Z_{3} z_{4}{ }^{*} \cdots \cdot Z_{2 N-1} Z_{2 N}{ }^{*}$ can be written as a product $Z_{a} \cdot Z_{b}{ }^{*}$ of just two elements of R . Thus (5.6) expresses the Hermitian form on the module $M(\lambda)$ (with $\lambda=\varphi_{\mu}$, see (1.5)) as a sum of tensor products of positive definite Hermitian forms, and thus as something positive. This observation completes the proof of Theorem 3.1.
Consider now the case where $R$ is a commutative algebra over $\mathbb{C}$ and assume that $a \rightarrow a^{*}$ is an antilinear involution of $R$ such that

$$
\begin{equation*}
\varphi\left(a^{*}\right)=\overline{\varphi(a)} \tag{5.11}
\end{equation*}
$$

$$
\text { for all } a \in R
$$

Define an antilinear anti-involution $\omega$ of $S l_{2}(R, \varphi)$ by

$$
\omega\left(\begin{array}{ll}
a & b  \tag{5.12}\\
c & d
\end{array}\right)=\left(\begin{array}{rr}
a^{*} & -c^{*} \\
-b^{*} & d^{*}
\end{array}\right)
$$

and identify elements $\left(\begin{array}{ll}0 & 0 \\ c & 0\end{array}\right)$ with the entry $c \in R$. An easy consequence of Lemma 5.1 is then,

Corollary 5.2: For $a, b \in R$ put $(a, b)=-\varphi\left(b^{*} a\right)$. Then

$$
H_{\varphi}\left(c_{1} \ldots, c_{N} \cdot v_{\varphi}, c_{1}^{\prime} \ldots . c_{N^{\prime}}^{\prime} \cdot v_{\varphi}\right)=
$$

$$
\stackrel{(5.13)}{=} \delta_{N N} \sum_{s=1}^{N} \sum_{\gamma \in P_{r_{s}(N)}} \sum_{t_{\gamma,}, t_{\gamma^{\prime}} \in D_{\gamma}(N)} K_{\gamma} \cdot \prod_{i=1}^{s}\left(\gamma_{i}\right)^{-1} \cdot\left(d\left(t_{\gamma}\right)_{i}, d\left(t_{\gamma}^{\prime}\right)_{i}\right)
$$

defines the contravariant Hermitian form on $M(\varphi)$, where, if
$\gamma_{1}=\cdots=\gamma_{n_{1}}>\gamma_{n_{1}+1}=\cdots=\gamma_{n_{1}+n_{2}}>\gamma_{n_{1}+n_{2}+1}=\cdots, K_{\gamma}=\left(\left(n_{1}!\right)\left(n_{2}!\right) \cdots\right)^{-1} \cdot \square$

Corollary 5.3: $H_{\varphi}$ is positive semi-aefinite if and only if the form

$$
\begin{equation*}
(a, b)=-\varphi\left(b^{*} a\right) \tag{5.14}
\end{equation*}
$$

is positive semi-definite on $R$.
Remark 1. In the case $R=\mathbb{C}\left[z, z^{-1}\right]$ with $\varphi \equiv$ evaluation at 1 , the Hermitian form has a (large) kernel. Thus, in particular $M(\varphi)$ need not be irreducible (cf $\$ 3$ and below).
Remark 2. Let R be an arbitrary commutative algebra with a basis $\left\{a_{\beta}\right\}_{\beta \in \beta}$. Define the structure constants $C_{\alpha \beta}^{\gamma} \beta \quad$ by

$$
a_{\alpha} a_{\beta}=c_{\alpha \beta}^{\gamma} a_{\gamma}
$$

where the usual summation convention is used. The elements of the form

$$
\left(a_{\alpha}, f\right) \ldots\left(a_{\alpha_{i}} f\right) \cdot v_{\varphi},
$$

where of $=\left(\begin{array}{ll}0 & 0 \\ a & 0\end{array}\right)$, form a basis of $M(\varphi)$, and $\left(a_{\alpha}, h\right), v_{\varphi}=\varphi\left(a_{\alpha}\right) v_{=} \lambda_{\alpha} \cdot v$, and $(a e) v_{\varphi}=\left(\begin{array}{ll}0 & a \\ 0 & 0\end{array}\right) v_{\varphi}=0$.
Due to the commutativity of the $a f$ 's it is natural to represent $M(\varphi)$ as a space of polynomials $\mathbb{C}\left[X_{\beta} ; \beta \in B\right]$, and it follows easily that the action by left multiplication on $M(\varphi)$ is transformed into the following action on $\mathbb{C}\left[x_{\beta} ; \beta \in B\right]:$
$a_{\alpha_{0}} f: \quad$ Multiplication by $\quad X_{\alpha_{0}}$
$a_{\alpha_{0}} h: \quad \lambda_{\alpha_{0}}-2 C_{\alpha_{0} \alpha}^{\gamma} x_{\gamma} \frac{\partial}{\partial x_{\alpha}}$
$a_{\alpha_{0}} e: \quad \lambda_{\gamma} C_{\alpha_{0} \alpha}^{\gamma} \frac{\partial}{\partial x^{\alpha}}-x_{\delta} c_{\alpha_{0} \alpha}^{\gamma} c_{\gamma \beta}^{\delta} \frac{\partial}{\partial x_{\alpha}} \frac{\partial}{\partial x_{\beta}}$
In particular, for $\mathbb{G}\left[z, z^{-1}\right]$ we have that $C_{n, m}^{k}=\delta_{n+m, k}$ and the formulas ( 0.9 ) in the introduction thus follow immediately .
6. Irreducibility.

Let $\dot{g}$ be a finite-dimensional simple Lie algebra over $\mathbb{C}$, $\dot{H}$ a Tartan subalgebra, $\Delta$ the set of roots, $\Pi=\left\{\alpha_{1}, \ldots \alpha_{r}\right\}$ a basis of $\Delta$, and $\Delta^{+}$the corresponding set of positive roots. Consider a subset $Y$ of $\Pi$ and let
(6.1) $\quad \Delta_{y}=\Delta \cap \sum_{\alpha_{i} \in y} \mathbb{Z} \cdot \alpha_{i}$,
with $\Delta_{y}^{+}, \Delta_{y}^{-}$defined analogously. Further, let
(6.2) $\quad \dot{g}=\dot{g}_{-1} \oplus \dot{g}_{0} \oplus \dot{g}_{1}$
be a decomposition of such that $\dot{g}_{0} \oplus \dot{g}_{1}$, is a compatible parabolic. Let $\left\{e_{\alpha}\right\}_{\alpha \in \Delta}$,
$\left\{H_{\alpha}\right\}_{\alpha \in \Pi}$ be a Chevalley basis of $\dot{\mathscr{g}}$. We assume that $Y \neq \Pi$ and consider an element $\wedge$ of $\dot{h}^{*}$ satisfying $\Lambda\left(H_{\alpha i}\right)=\lambda_{i}=$ for $\alpha_{i} \in Y$ and $\Lambda\left(H_{\alpha j}\right)=$ $=\lambda_{j} \neq 0$ for $\alpha_{j} \notin Y$. For later use we now prove a lemma about (generalized) Derma modules. Let $M(\hat{\wedge})$ be the left $U(\dot{g})$-module $U\left(\dot{g}_{-1}\right) . v_{\Lambda}$ where $v_{\Lambda}$ is a nonzero vector in the 1 -dimensional space of the $U\left(\dot{0}_{0} \dot{0}_{1}\right)$-module defined by $\boldsymbol{\Lambda}$. Lemma 6.1 Let $v \in M(\Lambda)$ be a weight vector such that $e_{\alpha} v=0$ for all $\alpha \in \Delta^{+}$. Let $v=u . v_{\lambda}$ for some $u \in U\left(\dot{g}_{-1}\right)$. Then, if $u$ is expanded on a standard poincare-Birkhoff-witt basis, at least one of the summand yielding non-zero coordinates contain a factor of some $e_{-\alpha_{i}}, \alpha_{i} \in \Pi \backslash Y$.
Proof. Let $t_{0}$ denote the minimum height of the $\alpha$ 's for which $e_{-\alpha}$ occur in $U$. Suppose $t_{0}>1$ and let $\alpha_{i} \in \Pi$ be chosen such that $\left[e_{\alpha_{i}}, u\right]$ contains a term with a factor of height $t_{0}-1$. (Choose egg. the ordering compatible with height). Since $\left[e_{\alpha i}, u\right]=0$, another term is needed to remove this again, but this can evidently only be done through the negative of the expression that yielded the first term. Thus, $t_{0}>1$ contradicts the non-triviality of $u$.
Let $R$ be a commutative algebra and let $\left\{\varphi_{i}\right\}$ be a finite family of linear functional on $R$. To avoid instant degeneracy we assume that
(6.3a) $a \in R, \quad \varphi_{i}\left(R_{a}\right)=0$ implies $a=0$ for each $i$.
(6.3b) $R$ contains no finite-dimensional non-trivial ideals.

We let $v_{0}$ define a 1-dimensional $U\left(\dot{\phi}_{0} \oplus \dot{g}_{1}\right)$-module through a regular element $\wedge$. We now define a linear map $\wedge_{\varphi}: R \otimes \mathcal{h}_{\boldsymbol{C}} \rightarrow \mathbb{C}$ by
(6.4) $\Lambda_{\varphi}\left(a \otimes H_{\alpha_{i}}\right)=\varphi_{i}(a) \lambda_{i}$
with the $\lambda_{i}{ }^{\prime} s$ as before, and corresponding to this we consider the left $U(R \otimes g)$ - module
(6.5) $M\left(\Lambda_{\varphi}\right)=u\left(\dot{\boldsymbol{g}}_{-1} \otimes R\right) \cdot v_{\varphi}$,
where we now have $(a \otimes h) v_{\varphi}=\lambda_{\varphi}(a \otimes h) \cdot v_{\varphi}, a \in R, h \in \boldsymbol{h}$ Proposition 6.2. $M\left(\Lambda_{\varphi}\right)$ is irreducible.

Proof. Suppose that $S$ is a nontrivial invariant subspace. As in the finite-dimensional case there is at least one nonzero element $v$ of $S$ which satisfies
(6.6) $\quad \forall a \in R, \quad \forall \alpha \in \Delta^{+}: \quad a e_{\alpha} v=0$,
and we may write $v=u_{0}, v_{\varphi}$ for a unique $u_{0} \in U\left(\dot{g}_{1} \otimes R\right)$. Let $\quad \alpha_{a} \in \Pi \backslash Y$.

Choose an ordering of $\Delta^{-} \backslash \Delta_{y}^{-}$such that the smallest elements are those $\alpha$ for which $\left[e_{\alpha_{a}}, e_{\alpha}\right]_{2}$ O.In a Poincaré-Birkhoff-Witt basis we write those terms to the left. Further we shall assume, as we may, that at this level, $\alpha_{1}+\alpha_{2}$ is bigger than $\alpha_{1}$ and $\alpha_{2}$. We write monomials in $U\left(\oint_{-1} \otimes R\right)$ made up entirely of elements whose $\theta_{-1}^{\circ-p a r t} e_{\alpha}$ commutes with $e_{\alpha_{\alpha}}$ as $u(o)$. Again, inside a $u(o)$, the smallest elements Goto the left. Next in the ordering come those $-\alpha$ 's for which $\left[e_{\alpha}, e_{-\alpha}\right] \neq 0$ and $\alpha=\alpha_{a}+\sum_{\alpha_{i} \in \Pi} n_{\left\{\alpha_{a}\right\}} \alpha_{i}$ has $\alpha_{a}$-coefficient 1 . These we order in an arbitrary fixed way. Monomials in $U\left(\dot{g}_{1} \otimes R\right)$ corresponding entirely to such roots are denoted by $u(1)$. Then we define $u(2), \ldots u(j)$ analogously. For convenience we also allow the $u(j)$ 's to be constants. It follows from Lemma 6.1 that there exists at least one $\alpha_{a} \in \Pi \backslash Y$ which satisfies that when we write $\mu_{0}$ as a sum of expressions $u(0) u(1) \ldots u(j)$, then at least one $u(1)$ contains a factor $a e_{-\alpha a}$ for some $a \in R$. We proceed with a fixed $\alpha_{a}$ satisfying this and now claim that any of the $u(1)$ 's occuring is made up entirely of products of $\gamma_{i} e_{-\alpha a}$ 's and that, furthermore, the $U(j)$ 's for $j>1$ must be constants. Again we argue by contradiction : Suppose that some $u(1)$ contains a factor $b e_{-\alpha}$ with $\alpha \neq \alpha_{a}$. Let us describe this by saying that $\alpha$ satisfies (*). Let $\bar{\alpha}$ be that element of the set of roots satisfying (*) for which the root $\alpha^{\prime}=\alpha_{a}-\alpha$ is smallest. Consider a monomial $u(0) u(1) \ldots u(\ell)$ where the full factor in $U(1)$ containing $e_{\alpha}^{-1} s$ is, say, $\left(r_{1} e_{-\alpha}\right) \cdots\left(r_{n} e_{-\bar{\alpha}}\right)$.
Assume for simplicity that the $r_{i}^{\prime}$ 's are linearly independent. When we compute $\left[c e_{\alpha_{a}}, u_{0}\right]$ we then get a monomial where, say, the $u(0)$ part contains a $\subset r_{1} e_{-\alpha}$ and where the $u(1)$ part contains $\left(r_{2} e_{-\bar{\alpha}}\right) \ldots\left(r_{n} e_{-\bar{\alpha}}\right)$. On the other hand, by (6.6) we must get zero and hence we must remove this expression again. But this can only be done through the adjoint action of $C e_{\alpha a}$ on some $u(j)$ with $j>1$ or on portions of $u(1)$ not of the form $r e_{-\bar{\alpha}}$, and this does not change the coefficients of the terms in $U(o)$ involving $r e_{-\alpha ' s}$. Hence, for all $C \in R$,
C. $r_{1}$ must be in the span $s$ of the elements $\&$ for which $s e_{-\alpha}$ occurs in some $U(o)$ in the decomposition of $u_{0}$. In other words, R. $r_{1} C S$ and $S$ is finite-dimensional This contradicts ( $6.3 b$ ). Further, it now follows analogously that the $u(j)$ 's are constants for $j>1$. Thus $u_{a}$ is a sum of terms of the form $u(o)\left(\sum_{w}\left(a_{i} f-\alpha_{a}\right)^{N}\right)$ for some fixed $N$, and where the $U(0) ' s$ are linearly independent. It then follows from (6.6) that there exists a non-zero element $a \in R$, and some $i$ such that $\varphi_{i}(a c)=0$ for all $c \in R$. Thus, $\varphi_{i}$ violates (6.3a), and this is a contradiction. $\square$ Remark. Let $X$ be a compact pathwise connected Hausdorff space and let $R$ be a nontrivial (i.e. $R \neq 0, R \neq \mathbb{C}$ ) subalgebra of $C(X)$. Then $R$ contains no non-trivial finite-dimensional ideals.
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Added in proof : The exceptional representations of $s l_{n}\left(\mathbb{C}\left[z, z^{-1}\right]\right.$ ) can be integrated to (projective) unitary representations of the group of polynomial loops on $\operatorname{su}(n, 1)$.

# FORMAL INTEGRABILITY OF <br> SYSTEMS OF PARTIAL DIFFERENTIAL <br> EQUATIONS 

J. GASQUI<br>Institut Fourier<br>Laboratoire de Mathématiques<br>B. P. 74<br>38402 ST MARTIN D'HERES - France

We review some basic definitions and results of the formal theory of overdetermined systems of partial differential equations. We have tried to present them the most simply possible, in a language for non-experts. As illustration, we treat a familiar example for physicists : the Einstein equations.

## 1. - FORMAL SOLUTIONS OF DIF FERENTIAL EQUATIONS.

First we recall some classical notations in analysis. Let $U$ be an open set in $\mathbb{R}^{n}$. We denote by $C^{\infty}\left(U, \mathbb{R}^{m}\right)$ the space of differentiable functions on $U$, with values in $\mathbb{R}^{m}$. If $\alpha=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{N}^{n}$ and $x=\left(x_{1}, \ldots, x_{n}\right) \in \mathbb{R}^{n}$, we set, $|\alpha|=\alpha_{1}+\ldots+\alpha_{n}$, $x^{\alpha}=x_{1}^{\alpha_{1}} \ldots x_{n}^{\alpha_{n}}$; for partial derivatives, we shall write

$$
D^{\alpha_{f}}=\frac{\partial^{|\alpha|_{f}}}{\partial x_{1}^{\alpha_{1}} \cdots \partial x_{n}^{\alpha_{n}}} \quad, \text { if } f \in C^{\infty}(U, \mathbb{R})
$$

and

$$
D^{\alpha_{f}}=\left(D^{\alpha_{f}^{1}}, \ldots, D^{\alpha_{f}^{m}}\right), \quad \text { if } \quad f=\left(f^{1}, \ldots, f^{m}\right) \in C^{\infty}\left(U, \mathbb{R}^{m}\right)
$$

Let $x$ be a point of $U$, and $k$ a non negative integer. A $k$-jet at $x$ of function of $U$ in $\mathbb{R}^{m}$ is the collection of the values at $x$ of a function $f \in C^{\infty}\left(U, \mathbb{R}^{m}\right)$ and
its partial derivatives up to order $k$. We denote by $J_{k}\left(U, \mathbb{R}^{m}\right)$ the vector space of these jets and by $j_{k}(f)(x)$ the $k$ - $j e t$ at $x$ of a function $f: U \rightarrow \mathbb{R}^{m}$. We can identify $J_{k}\left(U, \mathbb{R}^{m}\right)_{x}$ with the space of Taylor polynomials

$$
\mathbf{F}=\sum_{|\alpha| \leq k} F_{\alpha}(y-x)^{\alpha} \quad, \quad F_{\alpha} \in \mathbb{R}^{m}
$$

of order $k$ at $x$ of functions of $u$ into $\mathbb{R}^{m}$. If $k=0$, we have a linear isomorphism

$$
J_{0}\left(U, \mathbb{R}^{m}\right)_{x} \simeq \mathbb{R}^{m}
$$

We also consider the set of all $k$-jets

$$
J_{k}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right)=\bigcup_{\mathrm{x} \in \mathrm{U}} \mathrm{~J}_{\mathrm{k}}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right)_{\mathrm{x}}
$$

If we fix a point $x^{0}$ in $U$, we obviously have

$$
\mathrm{J}_{\mathrm{k}}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right) \simeq \mathrm{U} \times \mathrm{J}_{\mathrm{k}}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right)_{\mathrm{x}^{0}}
$$

We denote by

$$
\pi: \mathrm{J}_{\mathrm{k}}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right) \rightarrow \mathrm{U}
$$

the source mapping sending $F=\sum_{|\alpha| \leq k} F_{\alpha}(y-x){ }^{\alpha}$ on $x$ (or equivalently $j_{k}(f)(x)$ on $\left.x\right)$. For $\ell \geq 0$, we have a natural projection

$$
\pi_{k}: \mathrm{J}_{\mathrm{k}+\ell}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right) \rightarrow \mathrm{J}_{\mathrm{k}}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right)
$$

which sends $F=\sum_{|\alpha| \leq k+\ell} F_{\alpha}(y-x)^{\alpha}$ on $\sum_{|\alpha| \leq k} F_{\alpha}(y-x)^{\alpha}$ (or equivalently a $(k+\ell)-j e t$


$$
\Pi_{0}: \mathrm{J}_{\mathbf{k}}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right) \rightarrow \mathbb{R}^{\mathrm{m}}
$$

is called tarjet projection.

For $x \in U$, it is easily seen that

$$
\operatorname{Ker}\left(\pi_{0}: \mathrm{J}_{1}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right)_{\mathrm{x}} \rightarrow \mathbb{R}^{\mathrm{m}}\right) \simeq \operatorname{Hom}\left(\mathbb{R}^{\mathrm{n}}, \mathbb{R}^{\mathrm{m}}\right)
$$

More generally,

$$
\operatorname{Ker}\left(\pi_{0}: \mathrm{J}_{\mathbf{k}}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right)_{\mathbf{x}} \rightarrow \mathbb{R}^{\mathrm{m}}\right)
$$

is the space of Taylor polynomials at $x$, without constant term. On an other hand,

$$
\operatorname{Ker}\left(\pi_{k-1}: J_{k}\left(U, \mathbb{R}^{m}\right)_{x} \rightarrow J_{k-1}\left(\mathrm{U}, \mathbb{R}^{m}\right)_{\mathrm{x}}\right)
$$

is the space $P_{x}^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ of homogeneous polynomials $F=\sum_{|\alpha|=k} F_{\alpha}(y-x)^{\alpha}$, of degree $k$ on $\mathbb{R}^{n}$, with values in $\mathbb{R}^{m}$. Thus we have the exact sequence of vector spaces
(1.1) $0 \rightarrow P_{x}^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right) \rightarrow J_{k}\left(U, \mathbb{R}^{m}\right)_{x} \xrightarrow{\pi_{k-1}} J_{k-1}\left(U, \mathbb{R}^{m}\right)_{x} \rightarrow 0$.

In the following, we shall set

$$
P^{k}\left(U, \mathbb{R}^{m}\right)=\bigcup_{x \in \mathbb{L}} P_{x}^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)
$$

Now we consider a differential operator

$$
P: C^{\infty}\left(U, \mathbb{R}^{m}\right) \rightarrow C^{\infty}\left(\mathrm{U}, \mathbb{R}^{p}\right)
$$

of order $k \geq 1$. We have

$$
\text { (1. 2) } \quad(\mathbf{P f})(\mathrm{x})=\Phi\left(\mathrm{x},\left\{\left(\mathrm{D}^{\left.\left.\alpha_{\mathrm{f}}\right)(\mathrm{x})\right\}}|\alpha| \leq k\right)\right.\right.
$$

for $x \in \mathbb{L}$ and $f \in C^{\infty}\left(U, \mathbb{R}^{m}\right)$, where $\Phi$ is some differentiable function with values in $\mathbb{R}^{p}$.

For $x \in \mathbf{L}$, we introduce the subset

$$
\mathbf{R}_{k, x}=\left\{F=\sum_{|\alpha| \leq k} F_{\alpha}(y-x)^{\alpha} ;(P F)(x)=0\right\}
$$

of $J_{k}\left(U, \mathbb{R}^{m}\right)_{x}$, which is called the set of formal solutions of order $k$ of $P$ at $x$. More generally, for $\ell \geq 0$, the set $R_{k+\ell, x}$ of formal solutions of order $k+\ell$ of $P$ at $x$ is the subset of $J_{k+\ell}\left(U, \mathbb{R}^{m}\right)_{x}$ defined as follows : a jet $F=\sum_{|\alpha| \leq k+\ell} F_{\alpha}(y-x)^{\alpha}$ is in $R_{k+\ell, x}$ if the Taylor expansion at $x$ of $P F$ has no term of order $\leq \ell$. In other words, for $f \in C^{\infty}\left(U, \mathbb{R}^{m}\right)$, the jet $j_{k+\ell}(f)(x)$ belongs to $R_{k+\ell, x}$ if and only if $j_{\ell}(\mathrm{Pf})(\mathrm{x})=0$, or equivalently

$$
\left(D^{\beta} P f\right)(x)=0, \text { for }|\beta| \leq \ell .
$$

According to (1.2), we remark that $R_{k, x}$ and $R_{k+\ell, x}$ are well-defined. We remark also that, in the non linear case, they can be emply. We set

$$
R_{k}=\bigcup_{x \in U} R_{k, x} \quad, \quad R_{k+\ell}=\bigcup_{x \in U} R_{k+\ell, x}
$$

In the classical terminology of the formal theory, $R_{k}$ is the differential equation asso-
ciated to $P$, and $R_{k+\ell}$ the $\ell^{\text {th }}$-prolongation of $R_{k}$.

For $\quad \ell \geq 0$, we define a mapping

$$
\mathrm{p}_{\ell}(\mathrm{P}): \mathrm{J}_{\mathrm{k}+}{ }^{\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right) \rightarrow \mathrm{J}_{\ell}\left(\mathrm{U}, \mathbb{R}^{\mathrm{p}}\right)}
$$

sending $F=\sum_{|\alpha| \leq k+\ell} F_{\alpha}(y-x)^{\alpha}$ on the Taylor polynomial of order $\ell$ at $x$ of $P F$ (or, equivalently, a $(k+\ell)-\mathrm{jet} \mathrm{j}_{\mathrm{k}+\ell}(\mathrm{f})(\mathrm{x})$ on $\left.\mathrm{j}_{\ell}(\mathrm{Pf})(\mathrm{x})\right)$. It is clear that

$$
\mathrm{R}_{\mathrm{k}+\ell}=\left\{\mathrm{F} \in \mathrm{~J}_{\mathrm{k}+\ell}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right) ; \mathrm{p}_{\ell}(\mathrm{P}) \mathrm{F}=0\right\}
$$

Moreover, for $\ell \geq 0$, it is easily seen that the diagram

is commutative.

By definition, for $\ell \geq 0$, the natural projection
${ }^{(1.4)_{\ell}} \pi_{k+\ell}: J_{k+\ell+\ell}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right) \rightarrow \mathrm{J}_{\mathrm{k}+\ell}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right)$
maps $R_{k+\ell+1}$ in $R_{k+\ell}$. But if the mappings (1.4) are always surjective, this is not in general the case for the mappings
${ }^{(1.5)_{\ell} \pi_{k+\ell}: R_{k+\ell+1} \rightarrow R_{k+\ell} .}$

Now we give the

DEFINITION 1.1. - The operator $P$ is formally integrable if the mapping (1.5) $\ell$ is surjective, for all $\ell \geq 0$.

If $\quad F \in R_{k+\ell}$ is of the form

$$
\pi_{k+\ell} G \quad \text { with } \quad G \in R_{k+\ell+1}
$$

we say that the formal solution $F$ of order $k+\ell$ can be extended to a formal solution of order $k+\ell+1$. Thus we see that $P$ is formally integrable iff, for every $\ell \geq 0$,
every formal solution of order $k+\ell$ of $P$ can be extended to a formal solution of order $k+\ell+1$ of $\mathbf{P}$.

For $x \in U$, we denote by $J_{\infty}\left(U, \mathbb{R}^{m}\right)_{x}$ the space of formal power series

$$
\sum_{|\alpha|=0}^{+\infty} F_{\alpha}(y-x)^{\alpha}, \quad F_{\alpha} \in \mathbb{R}^{m} .
$$

A formal power series solution of $P$ at $x$, is an element $F$ of $J_{\infty}\left(U, \mathbb{R}^{m}\right)_{x}$ such that PF vanishes to infinite order at $x$. The following obvious lemma says that formally integrable operators have many formal power series solutions.

LEMMA 1.1. - Suppose that $P$ is formally integrable, and that, for $x \in U$, $F=\sum_{|\alpha| \leq k} F_{\alpha}(y-x)^{\alpha}$ is a formal solution of order $k$ of $P$ at $x$. Then
$\begin{array}{ll}\text { there exists a formal power series solution } \\ \text { such that } G=F & \sum_{|\alpha|=0}^{\infty} G_{\alpha}(y-x)^{\alpha} \text { of } P \text { at } x \text {, } \quad|\alpha| \leq k .\end{array}$ such that $\quad G_{\alpha}=F_{\alpha}$, for $|\alpha| \leqslant k$.

The operator $P$ is said to be real analytic if the function $\Phi$ in (1.2) is real analytic. In this case, the following proposition guarantees the existence of genuine local solutions :

PROPOSITION 1.1. - Suppose that $P$ is a real analytic, formally integrable operator. For all $x \in U$ and $F \in R_{k, x}$, there exists a real analytic function $\mathrm{f}: \mathrm{U} \rightarrow \mathbb{R}^{\mathrm{m}}$, defined in a neighborhood of x , such that
$P f=0$ and $j_{k}(f)(x)=F$.

Remark. In the non-linear case, the operator $P$ is not in general defined on the whole space $C^{\infty}\left(U, \mathbb{R}^{m}\right)$, but only on functions whose partial derivatives up to an order $k_{0} \leq k$ satisfy an open condition (as typical example, we mention the "open" set of maximal rank functions). This situation doesn't change our presentation : everywhere, we have only to restrict our attention to the jets or Taylor polynomials satisfying the open condition.

## 2. - THE LINEAR CASE.

If we only use definition 1.1, the formal integrability involves an infinity of verifications.
In this paragraph (for the linear case) and in the next (for the non-linear case), we present the Cartan-Kähler criterion which permits us to prove the formal integrability
in a finite number of steps.

Now, we suppose that

$$
\mathbf{P}: C^{\infty}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right) \rightarrow \mathbf{C}^{\infty}\left(\mathrm{U}, \mathbb{R}^{\mathrm{p}}\right)
$$

is a linear differential operator of order $k$. Then, for $x \in U$ and $\ell \geq 0$, the mapping

$$
p_{\ell}(P): J_{k+\ell}\left(U, \mathbb{R}^{m}\right)_{x} \rightarrow J_{\ell}\left(U, \mathbb{R}^{p}\right)_{x}
$$

is linear and its kernel is $R_{k+\ell, x}$.

The symbol of $P$ at $x \in U$ is the vector space

$$
g_{k, x}=\left(R_{k, x}\right) \cap p_{x}^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)
$$

Thus an element of $g_{k, x}$ is just a formal solution $j_{k}(f)(x)$ of order $k$ of $P$ at $x$ such that the partial derivatives $\left(D^{\alpha} f\right)(x)$ vanish for $|\alpha|<k$. For $\ell \geq 0$, the $e^{\text {th }}$ prolongation of $g_{k, x}$ is

$$
g_{k+\ell, x}=\left(R_{k+\ell, x}\right) \cap p_{x}^{k+\ell}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)
$$

We set

$$
g_{k}=\bigcup_{x \in U} g_{k, x}, \quad g_{k+\ell}=\bigcup_{x \in U} g_{k+\ell, x}
$$

We introduce the symbol mapping

$$
\sigma(\mathrm{P}): \mathrm{p}^{\mathrm{k}}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right) \rightarrow \mathbb{R}^{\mathrm{p}}
$$

of $P$, which is the restriction of

$$
\mathrm{p}_{0}(\mathrm{P}): \mathrm{J}_{\mathrm{k}}\left(\mathrm{U}, \mathbb{R}^{\mathrm{m}}\right) \rightarrow \mathbb{R}^{\mathrm{p}}
$$

For $\ell \geq 0$, we can also consider the restriction $\sigma_{\ell}(P)$ of $p_{\ell}(P)$ to $p^{k+\ell}\left(U, \mathbb{R}^{m}\right)$. Thanks to the commutativity of (1.3), $\quad \sigma_{\ell}(P)$ takes its values in $P^{\ell}\left(\mathbb{R}^{n}, \mathbb{R}^{p}\right)$. The mapping $\sigma_{\ell}(\mathrm{P})$ is the $\ell^{\text {th }}$-prolongation of $\sigma(\mathrm{P})=\sigma_{0}(\mathrm{P})$. Obviously, we have

$$
\mathbf{g}_{k+\ell, x}=\operatorname{Ker}\left(\sigma_{\ell}(P): p_{x}^{k+\ell}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right) \rightarrow p_{x}^{\ell}\left(\mathbb{R}^{n}, \mathbb{R}^{p}\right)\right)
$$

for all $x \in U$.

Let $\left\{e_{1}, \ldots, e_{n}\right\}$ be a basis of $\mathbb{R}^{n}$ and $u_{1}, \ldots, u_{n}$ the associated linear coordinates. For $x \in U$ and $1 \leq j \leq n-1$, we denote by $p_{x^{k}}^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)\left\{e_{1}, \ldots, e_{j}\right\}$ the subspaces of
polynomials $F$ in $p^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right.$, which satisfy polynomials $F$ in $P_{x}^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)$ which satisfy

$$
\frac{\partial F}{\partial u_{1}}=\ldots=\frac{\partial F}{\partial u_{j}}=0
$$

Then we set

$$
\left(g_{k, x}\right)\left\{e_{1}, \ldots, e_{j}\right\}=\left(g_{k, x}\right) \cap P_{x}^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)\left\{e_{1}, \ldots, e_{j}\right\}
$$

We say that $P$ is involutive at a point $x$ of $U$ if there exists a basis $\left\{e_{1}, \ldots, e_{n}\right\}$ of $\mathbb{R}^{\mathbf{n}}$ such that
(2.1) $\operatorname{dim} g_{k+1, x}=\operatorname{dim} g_{k, x}+\sum_{j=1}^{n-1} \operatorname{dim}\left(g_{k, x}\right)\left\{e_{1}, \ldots, e_{j}\right\}$.

A basis such that (2.1) holds is called quasi-regular for $g_{k, x}$. We say that $P$ is involutive if it is involutive at every point of U .

If $P$ satisfies some regularity conditions, we can state the following classical criterion :

## THEOREM 2.1. - Suppose that

(i) the map $\pi_{k}: R_{k+1} \rightarrow R_{k}$ is surjective ;
(ii) P is involutive.

Then $P$ is formally integrable.

Therefore, if we can extend every formal solution or order $k$ of $p$ to a formal solution of order $k+1$, the involutivness insures that there is no more obstruction to extend formal solutions of higher orders. Although this question is very classical, it would be too long to explain here how the involutivness is related to the surjectivity of mappings (1.5) . It is more instructive to give a method for proving (i) . For example, in geometric situations, the study of condition (ii) is that of a "flat" case and, on an other hand, (i) strongly depends of the geometric objects attached to the problem.

Let $x$ be a point of $\mathbf{U}$. We have the following exact and commutative diagram

where, in the top row, $K_{x}$ is the cokernel of $\sigma_{1}(P)$ and $\tau$ the canonical projection. By a standard diagram-chasing argument, we obtain the exact sequence
(2.3) $\mathrm{R}_{\mathrm{k}+1, \mathrm{x}} \xrightarrow{\pi_{\mathrm{k}}} \mathrm{R}_{\mathrm{k}, \mathrm{x}} \xrightarrow{\Omega} \mathrm{K}_{\mathrm{x}}$,
where $\Omega$ is the linear map constructed by following the dotted path in (2.2). More precisely, if $F=j_{k}(f)(x)$ is a formal solution of order $k$ of $P$, we consider the linear map $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{p}$ given by
$\psi\left(e_{i}^{0}\right)=\frac{\partial}{\partial x^{i}}(\mathbf{P f})(x), 1 \leq i \leq n$,
where $\left\{e_{1}^{0}, \ldots, e_{n}^{0}\right\}$ is the canonical basis of $\mathbb{R}^{n}$. Then we have
(2.4) $\Omega(F)=\tau(\psi)$,
and $\Omega$ is well-defined by (2.4).

Now, the mapping $\pi_{k}: R_{k+1, x} \rightarrow \mathbf{R}_{k, x}$ is onto if and only if $\Omega$ vanishes identically. In the examples, the main point of this part of the theory is to obtain a "good interpretation" of the cokernel $\mathrm{K}_{\mathrm{x}}$ and of $\tau$.

## 3. - THE NON-LINEAR CASE.

We can easily obtain an analogue of Theorem 2.1 in the non-linear case.
We suppose that $P$ is non-linear and defined on $C^{\infty}\left(U, \mathbb{R}^{m}\right)$. For $f \in C^{\infty}\left(U, \mathbb{R}^{m}\right)$, let

$$
\mathbf{P}_{f}^{\prime}: C^{\infty}\left(U, \mathbb{R}^{m}\right) \rightarrow C^{\infty}\left(\mathrm{U}, \mathbb{R}^{\mathrm{p}}\right)
$$

be the linearization of $P$ along $f: i t$ is the linear differential operator of order $k$, defined by

$$
P_{f}^{\prime}(u)=\left.\frac{d}{d t} P(f+t u)\right|_{t=0},
$$

for all $u \in C^{\infty}\left(U, \mathbb{R}^{m}\right)$.

Let $x \in U$ and $f \in C^{\infty}\left(U, \mathbb{R}^{m}\right)$ such that $F=j_{k}(f)(x)$ is a formal solution of order $k$ of $P$ at $x$. By definition, the symbol $g_{k, F}$ of $P$ at $F$ is the symbol at $x$ of the linearization $P_{f}^{\prime}$ of $P$ along $f$. We say that $g_{k, F}$ is involutive if $P_{f}^{\prime}$ is involutive at $x$. We remark that, for $\ell \geq 0$, the mapping

$$
\sigma_{\ell}\left(\mathrm{P}_{\mathrm{f}}^{\prime}\right): p_{\mathrm{x}}^{\mathrm{k}+\ell}\left(\mathbb{R}^{\mathrm{n}}, \mathbb{R}^{m}\right) \rightarrow p_{\mathrm{x}}^{\ell}\left(\mathbb{R}^{\mathrm{n}}, \mathbb{R}^{\mathrm{p}}\right)
$$

depends only of the $k$-jet of $f$ at $x$, and, therefore, the notion of involutivness is well-defined in the non-linear case.

Now, $P$ is said to be involutive if $g_{k, F}$ is involutive for all formal solution $F \in R_{k}$. With this new definition, the theorem 2.1 remains valid in the non-linear case : an involutive non-linear differential operator of order $k$, all of whose formal solutions of order $k$ can be extended to formal solutions of order $k+1$, is formally integrable. Here also, to be rigorous, we need some obvious supplementary regularity conditions on $P$.

To complete this paragraph, we define non-linear analogues of (2.3) and (2.4). Let $x \in U$ and $f \in C^{\infty}\left(U, \mathbb{R}^{m}\right)$ such that $F=j_{k}(f)(x) \in R_{k, x}$. We have the following commutative diagram

where, in the upper row, $K_{F}$ is the cokernel of $\sigma_{1}\left(P_{f}^{\prime}\right)$ and $T_{F}$ the canonical projection. By the same sort of methods that in the linear case, an element $\widetilde{\Omega}(F)$ of $K_{F}$ is well-defined by setting
$\widetilde{\Omega}(F)=\tau_{F}(\psi)$,
where $\psi: \mathbb{R}^{n} \rightarrow \mathbb{R}^{m}$ is the linear map sending $e_{i}^{0}$ on $\frac{\partial P_{f}}{\partial x^{i}}(x), i=1, \ldots, n$, Then
we have the
PROPOSITION 3.1. - Let $F \in R_{k}$. The following conditions are equivalent :
(i) $\mathbf{F}$ extends to a formal solution of order $\mathrm{k}+1$ of $\mathbf{P}$;
(ii) $\widetilde{\Omega}(F)=0$.

When the operator $P$ is quasi-linear, the vector space $K_{F}$ depends only of the source of $F$. Then we have a vector space $K_{x}$ and a mapping $\widetilde{\Omega}: R_{k, x} \rightarrow K_{x}$ such that the sequence

$$
\text { (3.1) } \quad R_{k+1, x} \xrightarrow{\pi_{k}} R_{k, x} \xrightarrow[\sim]{\underset{\sim}{\Omega}} K_{x}
$$

is exact in the sense that

$$
\pi_{k}\left(R_{k+1, x}\right)=\left\{F \in R_{k, x} ; \tilde{\Omega}(F)=0\right\}
$$

In the linear case, $\widetilde{\Omega}$ is just the linear map $\Omega$ and (3.1) is the exact sequence (2.3).

## 4. - THE INTRINSIC FORMALISM.

In the classical examples furnished by Geometry, Mechanics or Physics, differential operators are more naturally defined on sections of bundles over manifolds, instead of vector-valued functions on an open set of $\mathbb{R}^{n}$. Hence, we rapidly traduce the preceding paragraphs in this intrinsic language.

Let $X$ be a differentiable manifold of dimension $n$ and $E$ be a vector bundle of rank $m$ over $X$. We denote by $E_{x}$ the stalk of $E$ at $x \in X$, and by $C^{\infty}(E)$ the space of sections of $E$ over $X$. By using local coordinates, we easily define jets of functions between differentiable manifolds. In particular, for $k \geq 0$, we can consider the set of $k$-jets of sections of $E$, which is a new vector bundle $J_{k}(E)$ over $X$. We denote by $j_{k}(s)(x)$ the $k$-jet of $s$ at $x$. For $\ell \geq 0$, let

$$
\pi_{k}: J_{k+\ell}(E) \rightarrow J_{k}(E)
$$

be the natural projection sending $j_{k+\ell}(s)(x)$ on $j_{k}(s)(x)$.

If $T$ and $T^{*}$ are respectively the tangent and cotangent bundles of $X$, we denote by $S^{k} T^{*}$ the $k^{\text {th }}$-symmetric product of $T^{*}$. Thus the sections of the vector bundle $S^{k} T^{*} \otimes E$ are the symmetric $k$-forms on $X$, with values in $E$ (at a point $x \in X$, $\left(S^{k} T^{*} \otimes E\right)_{X}=S^{k} T_{X}^{*} \otimes E_{X}$ is just the space of homogeneous polynomials of degree $k$ on $T_{x}$, with values in $E_{X}$ ). There is a canonical monomorphism of vector bundles

$$
\varepsilon: \mathrm{S}^{\mathrm{k}^{*}} \otimes \mathrm{E} \rightarrow \mathrm{~J}_{\mathrm{k}}(\mathrm{E})
$$

such that the sequence of vector bundles
(4.1) $0 \rightarrow S^{k} T^{*} \otimes E \xrightarrow{\varepsilon} J_{k}(E) \xrightarrow{\pi_{k-1}} J_{k-1}(E) \rightarrow 0$
is exact. We recall that $\varepsilon$ is well-defined in the following way $:$ for $x \in X, s \in C^{\infty}(E)$ and functions $f_{1}, \ldots, f_{k}$ of $X$ in $\mathbb{R}$ and vanishing at $x$, we have

$$
\varepsilon\left(d f_{1, x} \cdot \ldots \cdot d f_{k, x} \otimes s(x)\right)=j_{k}\left(f_{1} \ldots f_{k} s\right)(x)
$$

In the left member of the above equality, $\mathrm{df}_{1, \mathrm{x}} \cdot \ldots \cdot \mathrm{df}_{\mathrm{k}, \mathrm{x}}$.

If $U \subset X$ is an open set of coordinates (identified with a subset of $\mathbb{R}^{n}$ ) and trivializing for the bundle $E$, then we have isomorphisms

$$
\begin{aligned}
& \left.J_{k}(E)\right|_{U}=J_{k}\left(U, \mathbb{R}^{m}\right), \\
& \rho_{x}^{k}\left(\mathbb{R}^{n}, \mathbb{R}^{m}\right)=S^{k^{\prime}} T_{X}^{*} \otimes E_{x}, \quad x \in U
\end{aligned}
$$

Moreover, via these isomorphisms, the sequences (1.1) and (4.1) at $x \in U$ are the same.

Let $F$ be another vector bundle of rank $p$ over $X$, and

$$
P: C^{\infty}(E) \rightarrow C^{\infty}(F)
$$

be a linear differential operator of order $k$. For $\ell \geq 0$, we consider the morphism of vector bundles

$$
\mathrm{p}_{\ell}(\mathrm{P}): \mathrm{J}_{\mathrm{k}+\ell}(\mathrm{E}) \rightarrow \mathrm{J}_{\ell}(\mathrm{F})
$$

sending $j_{k+\ell}(s)(x)$ on $j_{\ell}\left(P_{s}\right)(x)$, for all $x \in X$ and $s \in C^{\infty}(E)$. We set

$$
R_{k}=\operatorname{Ker} p_{0}(P) \quad \text { and } \quad R_{k+\ell}=\operatorname{Ker} p_{\ell}(P)
$$

We say that $R_{k}$ is the linear differential equation of order $k$ associated to $P$ and $R_{k+\ell}$ its $\ell^{\text {th } k}$-prolongation.

The symbol mapping of $P$ is the morphism

$$
\sigma(\mathbf{P}): \mathrm{S}^{\mathrm{k}} \mathrm{~T}^{*} \otimes \mathrm{E} \rightarrow \mathrm{~F}
$$

of vector bundles obtained by restriction of $p_{0}(P)$. In the same way, for $\ell \geq 0$, the $e^{\text {th }}$-prolongation of $\sigma(P)$ is the morphism

$$
\sigma_{\ell}(P): S^{k+\ell} T^{*} \otimes E \rightarrow S^{\ell} T^{*} \otimes F
$$

obtained by restriction of $p_{\ell}(P)$. The kernel $\operatorname{Ker} \sigma(P)$ is the symbol $g_{k}$ of $R_{k}$ and $g_{k+\ell}=\operatorname{Ker} \sigma_{\ell}(P)$ its $\quad e^{\text {th }}$-prolongation.

If we restrict our attention to an open set of coordinates in $X$, trivializing for $E$ and $F$, we recover all the objects introduced in the paragraph 2.

Now, we can develop the formal theory as in paragraph 2. For example, the diagram (2.2) becomes the following exact and commutative diagram
(4.2)

of vector bundles, where $K=$ Coker $\sigma_{1}(P)$ and $T$ is the canonical projection. We want to compute the morphism $\Omega: R_{k} \rightarrow K$, given by diagram-chasing and such that the sequence

is exact. We begin by the

LEMMA 4.1. - Every connection $\nabla$ on the vector bundle $F$ defines a splitting of the sequence

$$
0 \rightarrow \mathrm{~T}^{*} \otimes \mathrm{~F} \xrightarrow{\epsilon} \mathrm{~J}_{1}(\mathrm{~F}) \xrightarrow{\pi_{0}} \mathrm{~F} \rightarrow 0
$$

This splitting is nothing but $p_{0}(\nabla): J_{1}(F) \rightarrow T^{*} \otimes F$. This lemma is very useful, because, in examples, there is often a natural connection on $F$.

Let $\nabla$ be any given connection in $F$. If $x \in X$ and $s \in C^{\infty}(E)$ verify (Ps)(x) $=0$, we easily deduce from Lemma 4.1 that
(4.3) $\quad \Omega\left(\mathbf{j}_{k}(\mathrm{~s})(\mathrm{x})\right)=\tau(\nabla \mathrm{Ps})(\mathrm{x})$.

For involutivness, we simply notice that a quasi-regular basis for the symbol $g_{k, x}$ at $x \in X$, is a basis of the tangent space $T_{X}$ and no more of a fixed vector space as in paragraph 2. With this remark, all the definitions can be easily transposed.

Finally, we can also easily give an intrinsic formalism for a non linear operator $P: C^{\infty}(E) \rightarrow C^{\infty}(F)$. We simply notice that the bundles $E$ and $F$ are only fibrations, so the notations can be more complicated. For instance, we have to consider the vertical bundles $V(E)$ and $V(F)$ of $E$ and $F$.

## 5. - THE EINSTEIN EQL ATIONS.

We suppose that $X$ is manifold of dimension $n \geq 3$. If $q$ is a Riemannian metric on $X$, we denote by Ric (q) its Ricci curvature, which is a section of the bundle $S^{2} T^{*}$ of quadratic forms on $X$. The operator $q \mapsto \operatorname{Ric}(q)$ is a second order non-linear differential operator, and we want to study the formal integrability of the linearization

$$
\operatorname{Ric}_{g}^{\prime}: C^{\infty}\left(S^{2} T^{*}\right) \rightarrow C^{\infty}\left(S^{2} T^{*}\right)
$$

of this operator along a fixed Riemannian metric $g$ on $X$. We have

$$
\operatorname{Ric}_{g^{\prime}}^{(h)}=\left.\frac{\mathrm{d}}{\mathrm{dt}} \operatorname{Ric}(\mathrm{~g}+\mathrm{th})\right|_{\mathrm{t}=0}
$$

for all $h \in C^{\infty}\left(S^{2} T^{*}\right)$.

We consider the diagram (4.2), with $E=F=S^{2} T^{*}, k=2$ and $P=$ Ric $_{g}^{\prime}$. The first step is to determine $K$ and $\tau$. Let $\nabla^{g}=\nabla$ be the Levi-Civita connection of $g$. We introduce the "divergence of symmetric tensors" which is the first order linear differential operator

$$
\operatorname{Div}_{g}: C^{\infty}\left(S^{2} T^{*}\right) \rightarrow C^{\infty}\left(T^{*}\right)
$$

given in local coordinates by

$$
\left(\operatorname{Div}_{g} h\right)_{i}=g^{j k}\left(\nabla_{j} h\right)_{i k}
$$

By using elementary representation theory of the orthogonal group, one can identify $K$
with $T^{*}$ and

$$
T: T^{*} \otimes S^{2} T^{*} \rightarrow T^{*}
$$

with the symbol $\sigma\left(\operatorname{Div}_{\mathbf{g}}\right)$ of the divergence.

Let $h \in C^{\infty}\left(S^{2} T^{*}\right)$ and $x \in X$ such that $\operatorname{Ric}_{g}^{\prime}(h)(x)=0$. According to Lemma 4.1 and (4.3), we obtain
(5.1) $\Omega\left(j_{2}(\mathrm{~h})(\mathrm{x})\right)=\left(\operatorname{Div}_{\mathrm{g}} \operatorname{Ric}_{\mathrm{g}}^{\mathrm{\prime}} \mathrm{~h}\right)(\mathrm{x})$.

Now we recall the Bianchi identity
(5.2) $\quad \operatorname{Div}_{q} \operatorname{Ric}(q)=0$,
which holds for all Riemannian metric $q$ on $X$. If we "linearize" the Bianchi identity, we easily find that $\Omega=0$ if and only if $\operatorname{Ric}(g)=0$. Thus, we can extend formal solutions of order 2 of $\operatorname{Ric}_{g}^{\prime}$ to formal solutions of order 3 , if and only if the metric $g$ is Ricci-flat.

Next, one can prove that, for $x \in X$, every orthonormal basis of $T_{x}$, with respect to $g$, is quasi-regular for the symbol $g_{2, x}$ of Ric $_{g}^{\prime}$ at $x$. The computations for involutivness at $x$ depend only of the value of $g$ at $x$, and ther efore are independent of the choice of the metric. In fact, with local coordinates, they can be done in the standard Euclidean space.

Finally $\operatorname{Ric}_{\mathrm{g}}^{\prime}$ is formally integrable if and only if $\operatorname{Ric}(g)=0$. More generally, we can consider, for $\lambda \in \mathbb{R}$, the operator

$$
\begin{aligned}
\mathbf{P}_{\mathrm{g}}^{\lambda}: \mathrm{C}^{\infty}\left(\mathrm{S}^{2} \mathrm{~T}^{*}\right) & \rightarrow \mathrm{C}^{\infty}\left(\mathrm{S}^{2} \mathrm{~T}^{*}\right) \\
\mathrm{h} & \mapsto \operatorname{Ric}_{\mathrm{g}}^{\prime}(\mathrm{h})-\lambda \mathrm{h}
\end{aligned}
$$

which is the linearization along $g$ of the non-linear Einstein operator

$$
q \mapsto \operatorname{Ric}(q)-\lambda q
$$

Here also we find that ${\underset{g}{p}}_{\lambda}^{\lambda}$ is formally integrable if and only if $g$ satisfies the Einstein equations

$$
\operatorname{Ric}(g)=\lambda \mathbf{g}
$$

Moreover, in this case, $\operatorname{Div}_{\mathrm{g}}$ is the compatibility condition of $\mathrm{P}_{\mathrm{g}}^{\boldsymbol{\lambda}}$.
Thanks to the Bianchi identity for the Ricci tensor, the non-linear Ricci curvature (or.

Einstein) operator is itself formally integrable. From this observation, we can obtain the following result.

Let $g_{0}$ be a scalar product on $\mathbb{R}^{n}$ and $R^{0}$ be a (0,4)-tensor at the origin, and having the symmetrics of a curvature tensor. Suppose that
(5.3) $\mathrm{g}_{0}^{\mathrm{ik}} \mathrm{R}_{\mathrm{ijk} \ell}^{0}=\lambda\left(\mathrm{g}_{0}\right)_{\mathrm{j} \ell}$,
for $\lambda \in \mathbb{R}$. Then there exists an Einstein metric $g$, defined in a neighborhood of the origin such that
a) $\quad \operatorname{Ric}(\mathrm{g})=\lambda \mathrm{g}$;
b) $g(0)=g_{0}$;
c) the Riemann curvature tensor of $g$ at the origin is $R^{0}$.

In other words, there is no obstruction to extend the algebraic Einstein condition (5.3) to germs. For instance, when $n \geq 4$, Ricci flat metric are generically non flat.

Remark. The fact that the operator Ric is formally integrable means only that the equation $\operatorname{Ric}(\mathrm{g})=0$ is locally solvable and not that $\operatorname{Ric}(\mathrm{g})=\mathrm{S}$ is solvable for any given S. D. De Turck has proved that this last equation is solvable in a neighborhood of a point $x$ of $X$, if and only if $S(x)$ is a non-degenerate quadratic form.
M. Dubois-Violette has etablished the same sort of relations between the Yang-Mills equations and their linearizations. One can also prove that the non-linear Yang-Mills equations are formally integrable.
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Abstract: Quantum integrability and classical integrability are studied from an algebraic wiewpoint. In particular we discuss the problem of constructing a quantum integrable system when a classically integrable system is given.

## 1 INTRODUCTION

Integrable dynamical systems have been studied quite actively in the recents years. Most of the time the system has been a classical one. Here we will discuss the differences of classical and quantum integrability from an algebraic viewpoint. (For more details see [1].)

Let us start by defining the type of systems that will be studied. The concepts that will be introduced will work for any discrete N-dimensional Hamiltonian systems. However, most of our examples will be from two-dimensional systems: and typically of the form

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+V(x, y) \tag{1}
\end{equation*}
$$

In the literature there are many definitions for integrability so let us next agree on the definition that will be used:

Definition $A$ Hamiltonian system of $N$ degrees of freedom is called integrable if there a N-1 globally defined, independent functions, which commute with each other and with the Hamiltonian with respect to the Foisson bracketsi, e

```
{H, I_}mm=0, i=2,\ldots,N
(I I, I, )m=OO, i, j=2, . ., N
```

The I: "s of the above definition are variously called constants of motion,invariants, or integrals of motion. The term constant of motion might be most appropriate as it stresses the fact that in can take any constant value, determined by the initial conditions, and that its value will stay constant on the trajectories.

The above definition was for classical mechanics. What about quantum mechanics? Of course classical and quantum mechanics differ in many ways and some concepts cannot be used in both. In the algebraic sense they are quite close to each other so that the above algebraic definition of integrability can be transported to quantum mechanics without any difficulty:

> Definition: A quantum mechanical Hamiltonian system is called quantum integrathe if there are $N-1$ independent, globally defined operators, commuting with each other and the Hamiltonian, i.e.
> $[H, I \pm]=0, i=2, \ldots, N$ $\left[I_{i}, I_{s}\right]=0, i, j=2, \ldots, N$

Suppose then that we are given a classically integrable system, for example a Hamiltonian of the type (1), and the required second invariant $I$. We next make the usual operator substitutions for the momenta and get operators $H$ and $I$ for $I$ we could have ordering ambiguities!). Do we now have [H, I]=0? Not always, although that has been claimed. In the following we shall discuss the various problems that we are faced with when we try to construct a quantum integrable system from a classically integrable one.

## 2 QUANTUM MECHANICS WITH C-NLMEERS

In the following we will mostly be doing quantum mechanics with c-number functions rather than with operators. There are two reasons for doing it here: 1) Since we are comparing classical and quantum mechanics it is useful to have similar objects in both, 2) for computer algebra systems, where many of the necessary computations were done, it is more convenient to have commuting objects.

We are here only interested in algebraic aspects of quantum mechanics and therefore we only need a replacement for the objects (operators) and for the only algebraic operation between them (commutator). There are many isomorphisms that could be used
(corresponding loosely speaking to various ordering rules) of which we will only use the weyl-Wigner rule. The same result is obtained using star-products.

In any transformation rule (defined by a function $F(x, y$ ), see [2]) a c-number function $A(P, q) i s t r a n s l a t e d$ into an operator $A(\rho, q)$ using the (formal) integral

$$
\begin{equation*}
A(p, q)=\int d^{n} p d^{n} q d^{n} x d^{n} y(2 x h)^{-2 n} F(x, y) A(p, q) \exp \left(\frac{i}{h}(x \cdot(p-p)+y \cdot(q-q))\right. \tag{2}
\end{equation*}
$$

In the Weyl rule $F(x, y)=1$ and for the standard ordering rule $f^{\circ} s$ to the right) $F(x, y)=\exp (-i x y / 2 k)$.

The easiest way to obtain the inverse transformation is first to write the operator in the standard ordering and then replace all operators $p, q$ by c-numbers $P, q$. The c-number function As obtained this way is the "mtandard ordering rule" representation of the given operator. To obtain the "Weyl rule" version Aw of the same operator one uses the transformation

$$
A_{W}(p, q)=\exp \left(\frac{i X_{1}}{2} \sum_{i} \frac{\partial^{2}}{\delta^{p_{i}}{ }^{\delta} q_{i}}\right) \quad A_{S}(p, q)
$$

The major reason for using the weyl rule is that the associated replacement for the commutators the Moyal brackets is quite convenient. It is defined by

$$
\begin{equation*}
\{A, B\}_{M B}=A(p, q) \frac{2}{X K} \sin \left\{\frac{\hbar}{2}\left(\dot{\partial}_{q} \cdot \vec{\partial}_{p}-\stackrel{\leftarrow}{\partial}_{p} \cdot \vec{\partial}_{q}\right)\right\} B(p, q) \tag{3}
\end{equation*}
$$

First of all note that the Moyal bracket reduces to the foisson bracket when $A \rightarrow O$. Another property of considerable importance is that both brackets respect time reversal parity. If the Hamiltonian is even in momenta (e.g. (i)) then this parity conservation implims that both the classical and quantum c-number invariants will also have a definite parity. i.e. they will be either even or odd in p.

## 3 AUTOMATIC EXTENSION FROM CM TO QM

The Mayal and Faisson brackets give different results only if the higher order terms in (J) contribute. If the Hamiltonian is of type
(1) then in the higher order terms all x-derivatives must operate on $V$ and the p-derivatives on I. In particular if the invariant is at most second order in momenta the higher order terms in the Moyal bracket do not contribute at all, and in that case classical integrability does imply quantum integrability. For example the following classically integrable system is also quantum integrable and the c-number representative of the quantum second invariant is identical to the classical one.

$$
\begin{aligned}
& H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+2 x^{3}+x y^{2} \\
& I=p_{y}\left(y p_{x}-x p_{y}\right)+x^{2} y^{2}+\frac{1}{4} y^{4}
\end{aligned}
$$

The classical invariant can be used as the c-number quantum invariant also in some other cases. For example in systems whose classical integrability follows from the existence of a Lax pair it turns out that the variables appear in such combinations that also quantum integrability can be obtained [3].

As an example consider the Toda lattice whose Hamiltonian in three dimensions reads

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}+p_{z}^{2}\right)+e^{x-y}+e^{y-z}+e^{z-x} \tag{4}
\end{equation*}
$$

Its invariants from a Lax pair are

$$
\begin{align*}
& I_{1}=p_{x}+p_{y}+p_{z} \\
& I_{2}=p_{x} p_{y}+p_{y} p_{z}+p_{z} p_{x}-e^{x-y}-e^{y-z}-e^{z-x}  \tag{5}\\
& I_{3}=p_{x} p_{y} p_{z}-p_{x} e^{y-z}-p_{y} e^{z-x}-p_{z} e^{x-y}
\end{align*}
$$

The linear and quadratic invariants (which can be combined to make the Hamiltonian) work also in quantum mechanics due to the above mentioned general arguments. In this case also the cubic invariant commutes with the others in the sense of Moyal. This time the p term does not contribute due to its special form (there are no correcponding product terms xyz in the potential).

For many systems it is therefore true that classical integrability implies quantum integrability without any problems. However: this is
not always true and in the following sections we will give examples where the situation is not so simple.

## 4 QUANTUM CORRECTIONS TO THE SECOND INVARIANT

When the invariant is sufficiently complicated the higher order terms in the Moyal bracket do contribute. As an example consider the following Hamiltonian

$$
\begin{equation*}
H=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+\frac{16}{3} y^{3}+x y^{2}+\mu x^{-2} \tag{6}
\end{equation*}
$$

It is classically integrable and its second invariant is

$$
\begin{equation*}
I_{c l}=p_{x}^{4}+4\left(x^{2} y+\mu x^{-2}\right) p_{x}^{2}-\frac{4}{3} x^{3} p_{x} p_{y}-\frac{4}{3} x^{4} y^{2}+\frac{8}{3} \mu y-\frac{2}{9} x^{6}+4 \mu^{2} x^{-4} \tag{7}
\end{equation*}
$$

If we now calculate the Moyal bracket between (6) and (7) it does not vanish but an $h^{2}$-term will remain. To correct the situation let us try a modified invariant

$$
\begin{equation*}
1_{q u}=I_{c 1}+K^{2} D(x, y) \tag{8}
\end{equation*}
$$

The equations for $D$ that follow from $\left\{H, I_{\text {a }}\right.$ mwo are simply

$$
\begin{align*}
& D_{y}=0,  \tag{9}\\
& D_{x}=24 x^{-5} \mu
\end{align*}
$$

Thus we can solve for $D$ and obtain the c-number quantum invariant

$$
\begin{equation*}
1_{q u}=1_{c l}-x^{2} 6 \mu x^{-4} \tag{10}
\end{equation*}
$$

A similar situation appears with many other invariants. Usually the correction terms are necessary only for the lower order terms in p. For further details see [1].

There are several methods by which one can try to change the K 2-terms in the invariant. For example one could try to look at the same operator in different ordering rules. Another method is adding
powers of the Hamiltonian to the invariant. Note that the c-number representative of $H^{2}$ is not $H^{2}$ but there will be additional $\hbar^{2}$ corrections. Eoth of these will change the correction term $D$ discussed above, however, there is no unique ordering rule where all c-number representatives are without such quantum corrections.

## 5 deformations needed in the hamiltonian

Even these corrections to the second invariant are not always sufficient to make a classically integrable system quantum integrable. As the by now standard example let us take the Holt Hamiltonian

$$
\begin{equation*}
H_{c l}=\frac{1}{2}\left(p_{x}{ }^{2}+p_{y}{ }^{2}\right)+\frac{3}{4} x^{4 / 3}+y^{2} x^{-2 / 3} \tag{11}
\end{equation*}
$$

which is classically integrable with the second invariant[4]

$$
\begin{equation*}
I_{c l}=p_{y}^{3}+\frac{3}{2} p_{y} p_{x}^{2}+\left(\frac{9}{2} x^{4 / 3}+3 x^{-2 / 3} y^{2}\right) p_{y}+9 x^{1 / 3} y p_{x} \tag{12}
\end{equation*}
$$

If we now try a second invariant with the same leading part it turns out that the new system of equations has no solution.

Let us next try $\chi^{2}$ corrections for both the second invariant and the Hamiltonian, i=e.

$$
\begin{align*}
& H_{q u}=H_{c l}+\hbar^{2} A(x, y) \\
& I_{q u}=I_{c 1}+\hbar^{2}\left(B(x, y) p_{x}+C(x, y)_{p_{y}}\right) \tag{13}
\end{align*}
$$

The equations for $A, E$ and $D$ following from \{H, I\}mamo are now

$$
\begin{aligned}
& 2 B_{x}=3 A_{y}, \\
& C_{x}+B_{y}=3 A_{x}, \\
& C_{y}=3 A_{y} \\
& 3 A_{x x y}+2 A_{y y y}-8 A_{x} B-8 A_{y} C=0 \\
& 9 x y A_{x}+\left(-\frac{9}{2} x^{2}+3 y^{2}\right) A_{y}+2 y C+\left(x-\frac{2}{3} x^{-1} y^{2}\right) B-\frac{5}{6} x^{-2} y=0
\end{aligned}
$$

and they can indeed be solved with the final result

$$
\begin{align*}
& H_{q u}=H_{c l}-\frac{5}{72} \hbar^{2} x^{-2}, \\
& I_{q u}=1_{c l}-\frac{5}{72} \hbar^{2} x^{-2} p_{y} . \tag{14}
\end{align*}
$$

Calculations similar to the above can be carried out with the other Holt potentials whose invariants are of order 4 and 6 in $p$. Also in these cases we have found that the correction term to the Hamiltonian is the same, $-5 / 72 \mathrm{~A}^{2} x^{-2}[5]$.

Another example of this type is the Fokas-Lagerstrom potential

$$
\begin{equation*}
H_{c l}=\frac{1}{2}\left(p_{x}^{2}+p_{y}^{2}\right)+(x y)^{-2 / 3} \tag{15}
\end{equation*}
$$

which is classically integrable [6]. For quantum integrability the potential must be deformed by [7]

$$
\begin{equation*}
H_{q u}=H_{c l}-\frac{5}{72} x^{2}\left(x^{-2}+y^{-2}\right) \tag{16}
\end{equation*}
$$

and then the second invariant is

$$
\begin{equation*}
I_{q u}=p_{x} p_{y}\left(x p_{y}-y p_{x}\right)+2(x y)^{-2 / 3}\left(x p_{x}-y p_{y}\right)-\frac{5}{36} \hbar^{2}\left(x y^{-2} p_{x}-y x^{-2} p_{y}\right) \tag{17}
\end{equation*}
$$

It is quite surprising that the deformations (14) and (16) are of the same type, including numerical factors. Also the correction seems to be associated with the variable that appears with a fractional power in the rest of the potential. This led us to try, without success, to eliminate the correction term by a canonical point transformations [1] which are also known to produce $x^{2}$ corrections.

Recently we have been able to solve this intriguing question by applying a canonical transformation together with a change in the time bariable [8]. It turns out such a combined transformation eliminates the quantum deformation and turns the system into another one which is integrable without any quantum deformations in the potential. What is really surprising is that the Holt potentials are this way transformed into the well know integrable Henon-Heiles potentials!

6 CONCLUSIONS
We have here seen that quantum integrability is by no means a trivial consequence of classical integrability. We have observed in examples three basic types of behavior: 1$)$ The classical invariant can be taken as the e-number quantum invariant, 2) the classieal invariant must be modified by $\hbar^{2}$ terms, 3 ) also the Hamiltonian must be deformed. We would like to emphasize that there is no way that the quantum deformations could all be explained by an ordering rule (including the star product).

It is easy to imagine many other types of behavior when a classical system is quantized, however, all known models with polynomial (in momenta) invariants fit into the three categories above. Recently some classical models with rational or transcendental invariants have been found [9], but it is still open whether a quantum version of these* models can be constructed.
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## 1. Introduction.

Becklund transformations, first discovered a century ago by A. V. Backlund [1], have been found to be of renewed interest in recent years due to the discovery of solitons ([23]; see also [19] for example). However, finding such transformations is difficult. Only one even partly systematic method for finding Bäcklund transformations is known, that due to Wahlquist and Estabrook [20, 21]. This method will be discussed here, along with various generalizations.

A Backlund transformation (BT), or strictly speaking an autoBacklund transformation, will be taken here simply to mean a set of auxiliary equations, associated with a field equation (or set of field equations), such that one solution of the field equation may be used to generate a second solution, usually by means of integration or solving a simple differential equation. (See [3] for example.) A well-known example is the BT for the sine-Gordon (s-G) equation [15],
$\phi_{u v}=\sin \phi$
which is

$$
\begin{align*}
& \phi_{u}^{\prime}=\phi_{u}+2 k^{-1} \sin \frac{1}{2}\left(\phi^{\prime}+\phi\right)  \tag{1}\\
& \phi_{V^{\prime}}^{\prime}=-\phi_{V}+2 k \sin \frac{1}{2}\left(\phi^{\prime}-\phi\right) \tag{2}
\end{align*}
$$

where $\phi$ and $\phi^{\prime}$ are solutions of Eq. (1), $k$ is a constant, and subscripts mean partial derivatives. It is clear that, if $\phi$ is known, then it is in principle possible to solve these equations for $\phi^{\prime}$.

While BT's are known for only a small number of field equations, and probably do not exist for most partial differential equations, they still have attracted much interest. Field equations admitting BT's are often nonlinear, with no other systematic means of solution; they may occur in a rather wide variety of contexts; and they may serve as simple approximations for other equations. Thus BT's are important for their study.

[^0]2. Differential equations as differential forms.

The Wahlquist-Estabrook (WE) method [20, 21] requires one to find a function (or functions), called a pseudopotential. This is then used as an auxiliary function in equations for a new solution of the given field equation(s), in terms of the old one, and provides just the freedom needed in that search. Finding the pseudopotential may be done with traditional mathematics, but it is useful and instructive to work in differential forms. Accordingly, we first discuss writing differential equations as differential forms. Since this is discussed elsewhere $[14,12]$, we merely write the $s-G$ equation in this manner.

In Eq. (1), we put $r=\phi_{u}$. Then $r_{v}=\sin \phi$. We now write two 2forms in a space with variables $u, v, r$, and $\phi:$
$\alpha=d \phi_{\Lambda} d v-r d u_{\boldsymbol{\Lambda}} d v$
$\beta=d r_{\boldsymbol{\Lambda}} d u-\sin \phi d v_{\boldsymbol{\Lambda}} d u$
If we restrict these forms to a solution of Eq. (1), then we have
$r=r(u, v)$ and $\phi=\phi(u, v)$ (restriction to a space with only parameters $u, v$, and
$\alpha=\left(\phi_{u}-r\right) d u_{\Lambda} d v$
$\beta=\left(r_{v}-\sin \phi\right) d v_{\Lambda} d u$
which vanish by the field equations. Thus Eq. (1) is equivalent to requiring $\alpha=\beta=0$ ("annulling" $\alpha$ and $\beta$ ) when restricted to uv-space.

Alternatively, we could define a set of 1 -forms $\xi_{i}$ :
$\xi_{1}=d u \quad \xi_{2}=r d u \quad \xi_{3}=\sin \phi d v \quad \xi_{4}=\cos \phi d v$
We note that
$\xi_{1} \wedge \xi_{2}=\xi_{3} \wedge \xi_{4}=0$
identically, and that $d \xi_{1}=0, d \xi_{2}=\beta+\xi_{3} \boldsymbol{\lambda} \xi_{4}, d \xi_{3}=\alpha \cos \phi+\xi_{2 \Lambda} \xi_{4}$, and $d \xi_{4}=-\alpha \sin \phi-\xi_{2} \wedge \xi_{3}$. Thus, when $\alpha$ and $\beta$ are annulled, we have
$d \xi_{1}=0 \quad d \xi_{2}-\xi_{3} \wedge \xi_{1}=0$
$d \xi_{3}-\xi_{2} \wedge \xi_{4}=0 \quad d \xi_{4}+\xi_{2} \wedge \xi_{3}=0$.
Eqs. (5) and (6) form an alternate set of 2 -forms, which may be used to recover Eq . (1).

We denote the set of forms which are equivalent to the field equations by $I$ (an "ideal" of forms). In the above case, I is alternatively taken to be $\alpha$ and $\beta$, or to be the forms in (5) and (6). If $I$ may be constructed from a set of 1 -forms $\xi_{i}$, $i=1$ to $K$, with constant coefficients ("CC"), as in (5) and (6) above, we may call it a "CC ideal" [11].

The KdV equation
$u_{t}+12 u u_{x}+u_{x X x}=0$
can be written as the vanishing of three 2 -forms

```
\(\alpha_{1}=d u_{\boldsymbol{n}} d t-z d x_{\boldsymbol{\wedge}} d t\)
\(\alpha_{2}=d \boldsymbol{z}_{\boldsymbol{\wedge}} d t-\mathrm{pdx}_{\boldsymbol{\wedge}} \mathrm{dt}\)
\(\alpha_{3}=-d u_{\wedge} d x+d p_{\wedge} d t+12 u z d x_{\wedge} d t\)
( \(\left.z=u_{x}, p=z_{x}, u_{t}=-12 u z-p_{x}\right)\), or as the vanishing of a set of
thirteen 2 -forms constructed from a set of seven 1 -forms \(\eta_{\mathbf{i}}[5,21]\).
    The equation of general relativity [4, 7, 9, 11]
    \((\operatorname{ReE}) \nabla^{2} E=(\nabla E)^{2}\)
(Ernst equation when \(\lambda=-1\), cylindrical wave equation when \(\lambda=+1\) ), where
\[
\begin{aligned}
& \nabla^{2} E=E_{r r}+S^{-1}\left(S_{r} E_{r}+S_{z} E_{z}\right)+\lambda E_{z z}, \\
& (\nabla E)^{2}=E_{r}^{2}+\lambda E_{z}^{2},
\end{aligned}
\]
and \(S\) satisfies
\[
\begin{equation*}
S_{r r}+\lambda S_{z z}=0, \tag{10}
\end{equation*}
\]
may be written
\[
\begin{gathered}
d\left(S f^{-1} * d f\right)+S f^{-1} d \phi \Lambda^{*} d \phi=0 \\
d\left(S f^{-2} * d \phi\right)=0
\end{gathered}
\]
and (10) is
\[
\begin{equation*}
d(* d S)=0 \tag{12}
\end{equation*}
\]
where \(E=f+i \phi\) and \(*\) is a linear Hodge operator defined by \({ }^{*} d r=d z\), \({ }^{*} d z=\lambda d r . f\) and \(\omega\) are metric coeffients and \(\phi\) is defined by \({ }^{*} d \phi=S^{-1} f^{2} d \omega\). We define \(R\) and \(\eta\) by the equations \(* d S=d R\) and \(* d f=S^{-1} f(d \eta+\omega d \phi)\). Then define a set of 1 -forms \(\xi_{i}\) :
\[
\begin{array}{ll}
\xi_{1}=f^{-1} d \phi & \xi_{4}=f^{-1} d f \\
\xi_{2}=S^{-1} f d \omega & \xi_{5}=S^{-1} d S  \tag{13}\\
\xi_{3}=S^{-1}(d \eta+\omega d \phi) & \xi_{6}=S^{-1} d R
\end{array}
\]

We can write a set of equations for the \(d \xi_{i}\left(d \xi_{1}=\xi_{1} \wedge \xi_{4}\right.\), etc.) and a set which are to be annulled ( \(\xi_{3}\) へ \(\xi_{1}-\xi_{2} \wedge \xi_{4}=0\), etc.) but it is perhaps more interesting to define 1 -forms \(\eta_{i}\) as follows, where \(k=\sqrt{ } \lambda\) (= 1 or \(i\) )
\[
\begin{aligned}
& \eta_{1(2)}=\xi_{4} \pm i \xi_{1}+k \xi_{3} \pm i k \xi_{2} \\
& \eta_{3(4)}=\xi_{4} \mp i \xi_{1}-k \xi_{3} \pm i k \xi_{2} \\
& \eta_{5(6)}=\xi_{5} \pm k \xi_{6} .
\end{aligned}
\]
where the subscript in parentheses goes with the lower sign. Then, identically [11]:
\[
4 \mathrm{~d} \eta_{1}=\eta_{1} \wedge\left(\eta_{3}+\eta_{6}-n_{4}\right)-n_{4} \wedge \eta_{5}
\]
\[
4 d n_{2}=n_{2} \wedge\left(n_{4}+n_{6}-n_{3}\right)-n_{3} \wedge n_{5}
\]
\[
4 \mathrm{~d} \eta_{3}=\eta_{3} \wedge\left(\eta_{1}+\eta_{5}-\eta_{2}\right)-\eta_{2} \wedge \eta_{6}
\]
\[
4 \mathrm{~d} n_{4}=n_{4} \wedge\left(n_{2}+n_{5}-n_{1}\right)-n_{1} \wedge n_{6}
\]
\[
2 d n_{5}=-2 d n_{6}=n_{5} \wedge n_{6}
\]
and the annulling of the following 2 -forms yields the field equations:
\[
\begin{array}{llll}
\eta_{1} \wedge \eta_{2}, & \eta_{1} \wedge \eta_{5}, & \eta_{2} \wedge \eta_{5} & (=0)  \tag{16}\\
\eta_{3} \wedge \eta_{4}, & \eta_{3} \wedge \eta_{6}, & \eta_{4} \wedge{ }^{\eta_{6}} & (=0)
\end{array}
\]
3. Search for a pseudopotential.

If a particular 1 -form is an exact differential, given that a set of field equations is satisfied, we say that it defines a potential. For example, for the \(s-G\) equation, the quantity \(\psi\), where \(\psi_{u}=r^{2}\) \(\left(=\phi_{u}{ }^{2}\right)\) and \(\psi_{V}=-2 \cos \phi\), is a potential, since \(\left(\phi_{u}{ }^{2}\right)_{v}=(-2 \cos \phi)_{u}\) by means of the field equation (1). In terms of forms, we would write \(\sigma=r^{2} d u-2 \cos \phi d v\)
and note that
\(d \sigma=2 r \beta+2 \sin \phi \alpha\)
so that, since \(I=\{\alpha, \beta\}\),
\(d \sigma=0(\bmod I)\)
Thus we could write \(\sigma=d \psi-\) which defines the potential \(\psi\). Eq. (17) would become
\(\omega=-d \psi+r^{2} d u-2 \cos \phi d v\)
where \(\omega=0\) would define \(\psi\).
If we wanted to search for a potential, we would write
\(\sigma=F(r, \phi) d u+G(r, \phi) d v\)
and require (18). That would give
\(d \sigma=\left(F_{r} d r+F_{\phi} d \phi\right) \wedge d u+\left(G_{r} d r+G_{\phi} d \phi\right) \wedge d v\)
\(=F_{r}\left(\beta+\sin \phi d v_{\Lambda} d u\right)+F_{\phi} d \phi \boldsymbol{\lambda} d u\)
\(+G_{r} d r \wedge d v+G_{\phi}(\alpha+r d u \wedge d v)\)
and \(d \sigma=0(\bmod \alpha, \beta)\) would yield
\(G_{r}=F_{\phi}=r G_{\phi}-\sin \phi F_{r}=0\).
Solution gives Eq. (17), after we drop trivial constants.
Wahlquist and Estabrook generalized the notion of a potential to allow \(F\) and \(G\) in (20) to be functions of the potential itself [21]. If we write this new pseudopotential as \(y\), we write, a la (19),
\(\omega=-d y+F(r, \phi, y) d v+G(r, \phi, y) d v\)
and require
\(d \omega=0 \bmod (I, \omega)\)
where now we include the modulo \(\omega\) requirement to allow for dy where it occurs. Eqs. (21) now generalize to [12]
\(F_{\phi}=G_{r}=0\)
\(-F_{r} \sin \phi+r G_{\phi}+F G_{y}-G F_{y}=0\).
As noted elsewere, the solution of these equations is
\(F=r g+b\)
\(G=\operatorname{csin} \phi+e \cos \phi\)
where \(g, b, c\) and \(e\) are functions of \(y\) satisfying
\[
\begin{array}{rlrl}
c+g e^{\prime}-e g^{\prime}=0 & -g+b c^{\prime}-c b^{\prime}=0  \tag{26}\\
-e+g c^{\prime}-c g^{\prime}=0 & b e^{\prime}-e b^{\prime}=0 .
\end{array}
\]
\(g=0\) gives a trivial solution, so assume \(g \neq 0\). Then \(F\) and \(G-\) and \(\omega-\) -can be divided by \(g\) and a new \(y\) can be defined by \(\int g^{-1} d y\). Equivalently, we can require \(g\) to be a nonzero constant. We choose \(\mathrm{g}=-1\), and then we get \(\mathrm{c}=\mathrm{e}^{\prime}\), \(\mathrm{e}=-\mathrm{c}^{\prime}, \mathrm{b} \mathrm{c}^{\prime}-\mathrm{c} \mathrm{b}^{\prime}=-1\), and be' - eb' \(=0\). Thus \(c=k^{-1} \cos (y+\delta)\) and \(e=-k^{-1} \sin (y+\delta)\), where k and \(\delta\) are constants. We set \(\delta=0\) without loss of generality, note that we must have \(b=\lambda e\), and find easily that \(\lambda=k^{2}\). Putting this all together, we see that (22) becomes
\(\omega=-d y+(k \sin y-r) d u+k^{-1} \sin (y+\phi) d v\).
We generalize [12] by making \(y, F\), and \(G\) into column vectors (components \(\mathrm{y}^{\mu}\), etc.), of unspecified dimension \(N\). The nonlinear term in eq. (24) then becomes a lie bracket. If then we take \(F\) and \(G\) to be linear in the \(y^{\mu}\),
\[
\begin{align*}
& F=(r A+B) y  \tag{28}\\
& G=(C \sin \phi+E \cos \phi) y
\end{align*}
\]
where \(A, B, C\) and \(E\) are matrices, we find the relations
\[
\begin{array}{ll}
{[A, C]=-E} & {[B, C]=-A}  \tag{29}\\
{[A, E]=C} & {[B, E]=0 .}
\end{array}
\]

Such a set of equations is called a prolongation structure by Wahlquist and Estabrook. It forms an incomplete Lie algebra but presumably can be expressed in terms of a Kac-Moody algebra. By making an Ansatz we may close the Lie algebra. The obvious one here is \(B=\lambda E\); the resulting algebra is \(s \ell(2, R)\). By taking a particular representation for the \(B^{i}\) and by writing \(y^{2}=y^{1}\) (tany/2), we get the 1-form (27) for \(y\).

The prolongation structure may be obtained directly (and elegantly) in the CC case by writing \(\omega\) in terms of the 1 -forms (4):
\(\omega=-d y+\left(B^{i} \xi_{i}\right) y \quad\) (i summed, 1 to 4)
(In the general CC case, the sum would be from 1 to K.) Then Eq. (23), where \(I=\{2\)-forms in (5), (6) \}, yields Eq. (29) immediately \(\left(B^{1}=B, B^{2}=A, B^{3}=C, B^{4}=E.\right)\)

This suggests that Eq. (30) might be tried in other problems. Wahlquist has shown [22] that this approach, with the \(\eta_{i}\) mentioned above following Eq. (8), yields the prolongation structure and the pseudopotential equations for the KdV.

If one writes the same thing
\[
\begin{equation*}
\omega=-d q+\left(B^{k} \eta_{k}\right) q \quad(k \text { summed, } 1 \text { to } 6) \tag{31}
\end{equation*}
\]
for the Ernst equation, one also gets a prolongation structure [11]. However, we must now let the \(B^{k}\) be functions of a variable ( \(k=\downarrow \lambda\) )
\[
\begin{equation*}
\zeta=[k(R+\ell)-S]^{1 / 2}[k(R+\ell)+S]-1 / 2 \tag{32}
\end{equation*}
\]
where \(\ell\) is a parameter. ( \(\zeta\) may be found by looking for variables invariant under scale changes and translations which leave Eqs. (9) and (10) invariant.) We may set \(B^{5}=B^{6}=0\). Application of the procedure yields matrix differential equations for the \(B^{k}(\zeta)\), which are easily solved to yield
\[
\begin{array}{ll}
B^{1}=a \zeta+b & B^{2}=c \zeta+d \\
B^{3}=c \zeta^{-1}+d & B^{4}=a \zeta^{-1}+b \tag{33}
\end{array}
\]
where \(a, b, c, d\) are constant matrices satisfying
\[
\begin{aligned}
& 4[a, d]=4[b, a]=a \\
& 4[c, b]=4[d, c]=c \\
& 4[a, c]+4[b, d]=b-d
\end{aligned}
\]

Closure once again yields the \(s \ell(2, R)\) algebra.
We now choose a representation (the simplest is \(2 \times 2, N=2\) ) and evaluate the \(B^{i}\) from (33). Then Eq. (31), with \(\omega=0\), may be integrated to obtain pseudopotentials \(q^{\mu}\). In \(2 \times 2\) case, a single potential \(q=q^{2} / q^{1}\) may be defined; since Eq. (31) is linear, the equation for \(q\) is a Riccati equation [7, 17]. We may reduce the number of dependent variables from \(N\) to \(N-1\), in the general case, byconsidering just the ratios of the \(q^{\mu}\) in this manner.
4. Search for a Backlund transformation.

Our knowledge of the pseudopotentials (once again, denote them by \(y^{\mu}\) ) now provides us with extra freedom in the search for a Backlund transformation. We express new dependent variables as functions of the old ones and of the \(\mathrm{y}^{\mu}\) and require them to satisfy the ideal I. In the CC case, when all forms may be expressed in terms of 1 -forms \(\xi_{i}\), we simply write (sum from 1 to \(K\) ) [12]
\[
\begin{equation*}
\xi_{i}{ }^{\prime}=A_{i}{ }^{k} \xi_{k} \tag{35}
\end{equation*}
\]
where the \(A_{i} k\) are functions of the \(y^{\mu}\), and require the ideal \(I\) to be annulled for the \(\xi_{i}{ }^{\prime}\) as well as the \(\xi_{k}\). Solving for the \(A_{i}{ }^{k}\) then gives us the BT.

We will need to evaluate the \(\mathrm{d} \boldsymbol{\xi}_{\mathrm{i}}{ }^{\prime}\) :
\(\mathrm{d} \boldsymbol{\xi}_{\mathrm{i}}{ }^{\prime}=\mathrm{d} \mathrm{A}_{\mathrm{i}}{ }^{\mathrm{k}} \boldsymbol{\wedge} \boldsymbol{\xi}_{\mathrm{k}}+\mathrm{A}_{\mathrm{i}}{ }^{\mathrm{k}} \mathrm{\xi}_{\mathrm{k}}\).
We have, by (30)
\[
\begin{aligned}
\mathrm{d} A_{i}{ }^{\mathrm{k}} & =A_{i}^{k}, \mu^{\mathrm{d} y^{\mu}} \\
& =A_{i}^{k}, \quad \mu\left(B^{\ell}\right)^{\mu}{ }_{\nu} \xi_{\ell} y^{\nu},
\end{aligned}
\]
where sums on Greek indices run from 1 to \(N\) and those on Latin indices run from 1 to \(K\). Thus
\[
\begin{equation*}
\mathrm{d} \xi_{i}^{\prime}=\mathrm{v}^{\ell}\left(\mathrm{A}_{\mathrm{i}} \mathrm{k}\right) \xi_{\ell} \wedge_{\mathrm{k}} \xi_{\mathrm{i}}+A_{i}^{k} \mathrm{~d} \xi_{\mathrm{k}} \tag{36}
\end{equation*}
\]
where \(\quad v^{\ell}=y^{\nu}\left(B^{\ell}\right)^{\mu}{ }_{\nu} \partial / \partial y^{\mu}\).
(We can show, under the correspondence (37) between the matrix \(B^{\ell}\) and the operator \(v^{\ell}\), that \(\left[B^{\ell}, B^{m}\right] \rightarrow-\left[v^{\ell}, v^{m}\right]\).)

For the \(s-G\) equation, with \(I\) given by (5) and (6), (35) becomes \(\xi_{1}{ }^{\prime}=a \xi_{1}+b \xi_{2}, \xi_{2}{ }^{\prime}=c \xi_{1}+e \xi_{2}, \xi_{3}{ }^{\prime}=f \xi_{3}+g \xi_{4}\), and \(\xi_{4}=h \xi_{3}+\ell \xi_{4}\), where a, . . \(\ell\) are functions of the \(y^{\mu}\). The expressions on the right hand sides of these equations were chosen so that \(\boldsymbol{\xi}_{1}{ }^{\prime} \wedge \boldsymbol{\xi}_{2}^{\prime}=\) \(\boldsymbol{\xi}_{3}{ }^{\prime} \wedge \boldsymbol{\xi}_{4}^{\prime}=0\) would follow from \(\boldsymbol{\xi}_{1} \wedge \boldsymbol{\xi}_{2}=\boldsymbol{\xi}_{3} \wedge \boldsymbol{\xi}_{4}=0\). Then we require (from (6), for the \(\xi_{i}{ }^{\prime}\) ):
\[
d \xi_{1}^{\prime}=v^{\ell}(a) \xi_{\ell \wedge} \xi_{1}+a d \xi_{1}+v^{\ell}(b) \xi_{\ell \wedge} \xi_{2}+b d \xi_{2}=0
\]

We use (5) and (6) and set the coefficients of the independent \(2-f \circ \mathrm{~m}\) ( 5 equal to zero. That gives
\[
\begin{equation*}
v^{4}(a)=v^{4}(b)=v^{3}(b)=0, v^{3}(a)=-b \tag{38}
\end{equation*}
\]

We have also
\[
\begin{aligned}
& d \xi_{2}^{\prime}=v^{\ell}(c) \xi_{\ell \wedge} \xi_{1}+c d \xi_{1}+v^{\ell}(e) \xi_{\ell \wedge} \xi_{2}+e d \xi_{2} \\
& =\xi_{3^{\prime}} \wedge \xi_{1}^{\prime}=\left(f \xi_{3}+g \xi_{4}\right) \wedge\left(a \xi_{1}+b \xi_{2}\right),
\end{aligned}
\]
yielding
\[
\begin{equation*}
v^{4}(c)=g a, v^{3}(c)=-e+f a, v^{3}(e)=f b, v^{4}(e)=g b \tag{39}
\end{equation*}
\]

Two other sets of equations also follow. We now choose a representation for the \(\mathrm{B}^{\ell}\), thus yielding explicit operators \(\mathrm{v}^{\ell}\). The sets of equations (38), (39), etc. now yield equations for the coefficients. It may be useful to assume that the coefficients are functions of only \(y=y^{2} / y^{1}\) (in the \(N=2\) case, for example).

It may be necessary to let the coefficients \(A_{i}^{k}\) be functions of another variable, such as \(\zeta\) in the Ernst case. One can generalize even further by including other variables; use of the variable \(\phi / f\) in the Ernst case produces apparently more general results, although they turn out to be compositions of known transformations [10].

The BT's for the \(s-G, K d V\), and Ernst equation (and presumably others) may be found directly by this approach. Since they have been discussed thoroughly in the literature they will not be presented here \([3,7,11,17,20,21]\).
5. Generalization to any number of independent variables.

The equations discussed above have two independent variables, so that the ideal \(I\) is made up of 2 -forms. The prolongation form \(\omega\) (see (22), (23) above, for example) is then a 1 -form, so that \(d \omega=0(\bmod I, \omega)\) makes sense. For \(n\) independent variables, we expect \(I\) to contain \(n\)-forms (although exceptions occur; see the next section.) In this case, we follow a lead from Morris [16]. We write, if I includes forms up to the \(n^{\text {th }}\) degree,
\[
\begin{equation*}
\omega=\psi_{\boldsymbol{\lambda}} \mathrm{dy}+\mu \mathrm{y} \tag{40}
\end{equation*}
\]
where \(\omega\) is a vector of ( \(n-1\) )-forms, \(\psi\) is a matrix of ( \(n-2\) )-forms, \(y\) is a vector of 0 -forms, and \(\mu\) is a matrix of ( \(n-1\) )-forms. (Other choices are possible; for example, we could make the \(\mathrm{y}^{\mu} 1\)-forms.) We take the analog to Eq. (23) to be linear in \(\omega \boldsymbol{\omega}\)
\[
\begin{equation*}
\mathrm{d} \omega=\rho \boldsymbol{\wedge} \omega \quad(\bmod I) \tag{41}
\end{equation*}
\]
where \(\rho\) is a matrix 1 -form. We substitute (40) into (41) and equate coefficients of \(y\) and dy to 0 :
\[
\begin{align*}
(-1)^{\mathrm{n}-1} \mu & =\rho \boldsymbol{\wedge} \psi-\mathrm{d} \psi \quad(\bmod I)  \tag{42}\\
d \mu & =\rho \wedge \mu
\end{align*}
\]

We can eliminate \(\mu\) (if desired) to get
\[
\begin{equation*}
(d \rho-\rho \boldsymbol{\wedge} \rho) \boldsymbol{\wedge} \boldsymbol{\psi}=0 \quad(\bmod I) \tag{43}
\end{equation*}
\]

We now guess \(\rho\) and \(\psi\) ( \(\mu\) too, if desired) to be linear combinations of the basic forms that occur in I. Then (42) or (43) gives equations for the coefficients in these linear combinations.

\section*{6. General relativity.}

The Ernst equation is found when one specializes the relativity equations to two, instead of four, independent variables. In other words, one assumes the existence of two commuting Killing vectors. If one of these is spacelike and one is timelike, one gets the Ernst equation; if they are both spacelike, then we get a cylindrical wave equation. Solution of the equation solves the whole problem, since the remaining metric coefficient is determined by quadratures.

If there is only one Killing vector (assume nonnull), things are much more complicated. One can introduce an Ernst complex potential as before, but now one must also include equations for the other metric coefficients. It is most convenient to introduce three basis 1-forms \(\theta^{A}\) and their (three) associated connection coefficients \(\omega_{B} A_{B}\); then one constructs equations for these, including 3 -form equations. This problem is not solved but has been reported in the literature [8, 12].

If there are no symmetries, then it is most convenient to use the already existing Cartan formalism [12, 13]. We write the metric as
\[
\begin{equation*}
d s^{2}=g_{i k} \omega^{i} \omega^{k} \tag{44}
\end{equation*}
\]
where the \(\omega^{i}\) are basis 1-forms. The sums go from 0 to 3. We take the \(g_{i k}\) to be constants and raise and lower indices with the metric and its inverse. The connection forms \(\Omega_{i}{ }^{k}\) are defined uniquely by \(d \omega^{k}=\omega^{i} \wedge \Omega_{i}{ }^{k}\)
and \(\Omega_{k i}=-\Omega_{i k}\).
(The last equation must be generalized if the \(g_{i k}\) are not constant.) The curvature forms
\[
\begin{equation*}
\theta_{k}^{i}=d \Omega_{k}^{i}-\Omega_{k}^{l} \wedge \Omega_{\ell}^{i} \tag{47}
\end{equation*}
\]
have components of the Riemann tensor as coefficients:
\(\theta_{k i}=1 / 2 R_{k i m n} \omega^{m} \wedge \omega^{n}\).
Integrability of (45) requires that
\(\omega^{\mathrm{K}} \boldsymbol{\wedge} \boldsymbol{\theta}_{\mathbf{K}}{ }^{\mathbf{i}}=0\).
In order to construct the Einstein equations, one needs the Ricci tensor, defined by
\[
\begin{equation*}
R_{i n}=R_{i m n} . \tag{50}
\end{equation*}
\]

Thus one needs to be able to extract the components of the Riemann tensor from (48). Eq. (48) contains six terms for each \(k\) and \(i\), but one can eliminate all but one by multiplying with two selected 1 -forms, say \(\omega^{i}\) and \(\omega^{\ell}\) :
\(\theta_{k i} \wedge \omega^{j} \boldsymbol{\wedge} \omega^{\ell}=1 / 2 R_{k i m n} \omega^{m} \wedge \omega^{n} \boldsymbol{\wedge} \omega^{j} \boldsymbol{\wedge} \omega^{\ell}\) \(=1 / 2 \varepsilon^{m n j \ell} R_{k i n m} \sigma\)
where \(\varepsilon^{m n j l}\) is the alternating symbol and \(\sigma=\omega^{0} \boldsymbol{\wedge} \omega^{1} \wedge \omega^{2} \boldsymbol{\wedge} \omega^{3}\) is the volume 4-form. Inversion leads to
\(R_{k \ell m n} \sigma=1 / 2 \varepsilon_{i j m n} \theta_{k \ell \wedge} \omega^{i} \wedge \omega^{j}\).
The vacuum equations \(R_{\ell n}=0\), from (50), are now the 4-form equations
\(g^{m k} \varepsilon_{i j m n} \theta_{k \ell \wedge} \omega^{i} \wedge \omega^{j}=0\).
We note that \(\theta_{k}{ }^{i}\), from Eq. (47), resembles Eq. (43) if the \(\rho\) is made up of the \(\Omega_{k}{ }^{i}\). So we put
\[
\begin{equation*}
\rho=B^{i k} \Omega_{i k} \tag{54}
\end{equation*}
\]
and \(\quad \psi=C_{i k} \omega^{i} \wedge \omega^{k}\)
in an attempt to reproduce Eq. (43). We must use Eqs. (45), (46), (47), (49), and (53) for our ideal I. We assume that
\[
\begin{align*}
& (d \rho-\rho \boldsymbol{\wedge} \rho) \boldsymbol{\wedge} \psi=\lambda_{l i} \omega^{\ell} \boldsymbol{\wedge} \omega^{k} \boldsymbol{\wedge} \theta_{k k}^{i} \\
& \quad+\tau^{\ell n} \varepsilon_{i j m n} g^{k m} \theta_{k \ell \boldsymbol{n}^{i}} \boldsymbol{\wedge} \omega^{j} \tag{56}
\end{align*}
\]
where the \(\lambda_{\ell i}\) and \(\tau^{\ell n}\) are arbitrary multipliers, to be eliminated. We find
\[
\begin{equation*}
\left(B^{k m} g^{i \ell}-B^{k i} B^{\ell m}\right) \Omega_{k i} \wedge^{\Omega_{l m}}=0 \tag{57}
\end{equation*}
\]
which leads to commutators for the \(\mathrm{B}^{k i}\), showing that they are generators of the Lorentz group. We also have
\(\left.B^{k i} C_{m n}=\lambda_{[n}{ }^{[k} \delta_{m}\right]{ }^{i]}+\varepsilon_{j \ell m n}\left(\tau^{j\left[k_{g}|\ell| i\right]}\right)\)
where \(|\ell|\) is not included in the antisymmetrization denoted by [ ]. These, when solved, are to be used in the equation for the pseudopotentials y:
\[
\begin{equation*}
0=\left[C_{m n} d y+\left(B^{i k_{C n}} C_{m n}+2 C^{[i}\left[m \delta_{n]}^{k]}\right) \Omega_{i k} y\right] \wedge \omega^{m} \wedge \omega^{n}\right. \tag{59}
\end{equation*}
\]

Choice of a representation for the \(\mathrm{B}^{\mathrm{ki}}\) and solution of (58) for the \(C_{m n}\) leads to an equation (59) for \(y\). The work done so far
indicates that (59) does not have a nontrivial solution for \(y\). It may be that a solution exists provided we relax some of the conditions assumed for the procedure.

Since this paper was presented in November 1983, it has been shown by F. Chinea [2] and M. Gurses [6] that the vacuum Einstein equations may be written as matrix 3 -form equations instead of 4-form equations (reminiscent of Maxwell's equations). Then it is possible to write equations whose integrability conditions are Einstein's vacuum equations, including a \(B T\), and to use them to find solutions of the Einstein equations. The present author is pursuing research in this direction [13].

Sanchez [18] has shown that the self dual Einstein equations with no symmetries, which may be written
\(\partial_{\bar{y}}\left(J^{-1} \partial_{y} J\right)+\partial_{\bar{z}}\left(J^{-1} \partial_{z} J\right)=0\)
where \(J\) is a \(4 \times 4\) complex, nonsingular matrix satisfying \(J_{\alpha \beta}^{\prime} \mu=\) \(J_{\alpha \mu}, \beta\), admit a BT with a complex parameter \(\gamma\) :
\[
\begin{aligned}
& J^{-1} \partial_{y} J-J^{\prime-1} \partial_{y} J^{\prime}=\gamma \partial_{z}\left(J^{-1} J^{\prime}\right) \\
& J^{-1} \partial_{z} J-J^{\prime-1} \partial_{z} J^{\prime}=-\gamma \partial_{\bar{y}}\left(J^{-1} J^{\prime}\right) \\
& J_{\alpha \beta, \mu}^{\prime}=J_{\alpha \mu, \beta}^{\prime}
\end{aligned}
\]

In summary, we know of a family of BT's for the Ernst equation (two Killing vectors); the problem for one Killing vector has not been solved; and we know of a \(B T\) for the general vacuum case (but no parameter appears) and for the self dual vacuum, but otherwise general, case (in which a parameter does appear). Whether the BT's for these cases are related or not is not known, but should make for interesting future investigation. Of perhaps greater interest is the question: How broad a family of solutions to Einstein's equations can be found using these BT's?

\section*{References}
1. A. V. Backlund, Einiges uber Curven und Flachentransformationen, Lund Universitets Arsskrift 10 (1875).
2. F. J. Chinea, Einstein equations in vacuum as integrability conditions, Phys. Rev. Lett. 52, 322-324 (1984).
3. A. Dold and B. Eckmann, eds., Backlund Transformations, SpringerVerlag, Berlin-Heidelberg, 1976.
4. F. J. Ernst, New formulation of the axially symmetric gravitational field problem, Phys. Rev. 167, 1175-1178 (1968).
5. F. B. Estabrook, Moving frames and prolongation algebras, J. Math. Phys. 23, 2071-2076 (1982).
6. M. Gurses, Prolongation structure and a Backlund transformation for vacuum Einstein's field equations, Phys. Lett. A 101A, 388390 (1984).
7. B. K. Harrison, Backlund transformation for the Ernst equation of general relativity, Phys. Rev. Lett. 41, 1197-1200 (1978).
8. B. K. Harrison, Search for inverse scattering formulation of Einstein's vacuum equations with one nonnull Killing vector, paper given at the Ninth International Conference on General relativity and Gravitation, Jena, DDR, 1980.
9. B. K. Harrison, Study of the Ernst equation using a Baicklund transformation, in Proceedings of the Second Marcel Grossmann meeting on General Relativity, R. Ruffini, ed., North-Holland, 1982.
10. B. K. Harrison, Ernst equation Backlund transformations revisited: new approaches and results, in Proceedings of the Third Marcel Grossmann Meeting on General Relativity, Hu Ning, ed., Science Press and North-Holland, 1983.
11. B. K. Harrison, Unification of Ernst-equation Bäcklund transformations using a modified Wahlquist-Estabrook technique, J. Math. Phys. 24, 2178-2187, (1983).
12. B. K. Harrison, Prolongation structures and differential forms, Proceedings of the Workshop on Exact Solutions of Einstein's equations, Retzbach, West Germany, November 1983, SpringerVerlag, to be published.
13. B. K. Harrison, Integrable systems in general relativity, Proceedings of the Nonlinear Studies Summer Seminar, Santa Fe, New Mexico, July 1983, Lectures in Applied Mathematics, American Mathematical Society, to be published.
14. B. K. Harrison and F. B. Estabrook, Geometric approach to invariance groups and solution of partial differential systems, J. Math. Phys. 12, 653-666 (1971).
15. G. L. Lamb, Jr., Backlund transformations at the turn of the century, in reference 3, 69-79.
16. H. C. Morris, Prolongation structure and nonlinear evolution equations in two spatial dimensions, J. Math. Phys. 17, 1870-1872 (1976).
17. G. Neugebauer, Bäcklund transformations of axially symmetric stationary gravitational fields, J. Phys. A: Math. Gen. 12, L67L70 (1979).
18. N. Sanchez, Einstein equations, self-dual Yang-Mills fields and non-linear sigma models, preprint, 1983.
19. A. C. Scott, F. Y. F. Chu, and D. W. McLaughlin, The soliton: a new concept in applied science, Proc. IEEE 61, 1443-1483 (1973).
20. H. D. Wahlquist and F. B. Estabrook, Bäcklund transformation for solutions of the Korteweg-deVries equation, Phys Rev. Lett. 31, 1386-1390 (1973).
21. H. D. Wahlquist and F. B. Estabrook, Prolongation structures of nonlinear evolution equations, J. Math. Phys. 16, 1-7 (1975).
H. D. Wahlquist, private communication.
23. N. J. Zabusky and M. D. Kruskal, Interaction of solitons in a collisionless plasma and the recurrence of initial states, Phys. Rev. Lett. 15, 240-243 (1965).

\title{
SPECTRAL TRANSFORM APPROACH TO BACKLUND TRANSFORMATIONS
}

\section*{A. DEGASPERIS}

Dipartimento di Fisica, Università di Roma, 00185 Roma, Italy Istituto Nazionale di Fisica Nucleare, Sezione di Roma.

\section*{INTRODUCTION}

The aim of these notes is to provide a brief introduction to the subject; moreover we limit ourselves to point out the main ideas and results on Bäcklund transformations in the particular context of the method based on the spectral transform. Indeed the number of papers produced so fat on Bäcklund transformations is incredibly large, but not surprisingly so since these transformations have attracted the attention of both mathematicians and physicists, their relevance being well established in algebra and differential geometry as well as in nonlinear optics, gravitation, gas dynamics and other fields of application. Only few references are quoted below, but these are sufficient for the interested reader to locate proofs, additional results and tech nical details.

Examples are always a good starting point; consider the following three nonlinear partial differential equations:
\[
\begin{array}{ll}
w_{t}+w_{x x x}+3 w_{x}^{2}=0, & w=w(x, t), \\
v_{t}+v_{x x x}+2 v_{x}^{3}=0, & v=v(x, t), \\
\varphi_{x t}=(1 / 2) \sin 2 \varphi, & \varphi=\varphi(x, t), \tag{3}
\end{array}
\]
(subscripted variables denote partial differentiation). The remarkable mathematical properties, as well as the relevance in applications, of these evolution equations are very well known (see, for instance, [1, 2, 3 J); we merely recall here that i) a large class of solutions can be analyzed, by means of an appropriate spectral transform, in terms of normal modes (i.e. decoupled harmonic oscillators) and solitonic modes (i.e. free particle motion), ii) there exists an infinite set of independent conservation laws, iii) there exists a one-parameter family of (Bäcklund) transformations that map a given solution into a new solution. Of course these three properties are strictly connected to each other as they usually come together; however, in many cases, it seems convenient to use the first one to derive the other two. It should be also plain that infinitely many other nonlinear evolution equations ha ve been found with the same properties of equations (1), (2) and (3),
and that we are focussing our attention on these three equations for a merefof definiteness.

Consider now the Bäcklund transformations associated with (1), (2) and (3); they read
(1a) \(W_{x}^{(1)}+W_{x}^{(2)}=-\frac{1}{2}\left(W^{(1)}-W^{(2)}\right)\left(4 p+W^{(1)}-W^{(2)}\right)\),
(1b) \(W_{t}^{(1)}+W_{t}^{(2)}=\left(W_{x}^{(1)}-W_{x x}^{(2)}\right)\left(2 p+W^{(1)}-W^{(2)}\right)-2\left[\left(W_{x}^{(1)}\right)^{2}+\right.\)
\[
\left.+\left(W_{x}^{(2)}\right)^{2}+W_{x}^{(1)} W_{x}^{(2)}\right]
\]
for the Korteweg-de Vries (KdV) equation (1),
\((2 a) V_{w}^{(1)}+V_{x}^{(2)}=-2 p \sin \left(V^{(1)}-V^{(2)}\right)\),
(2b) \(V_{t}^{(1)}+V_{t}^{(2)}=2 p\left\{\left(V_{x x}^{(1)}-V_{x x}^{(2)}\right) \cos \left(V^{(1)}-V^{(2)}\right)+\left[\left(V_{x}^{(1)}\right)^{2}+\right.\right.\)
\[
\left.\left.+\left(\mathrm{V}_{\mathrm{x}}^{(2)}\right)^{2}\right] \sin \left(\mathrm{v}^{(1)}-\mathrm{v}^{(2)}\right)\right\}
\]
for the modified Korteweg-de Viries (mKdV) equation (2), and
\((3 a) \varphi_{\mathbf{x}}^{(1)}+\varphi_{\mathbf{x}}^{(2)}=-2 p \sin \left(\varphi^{(1)}-\varphi^{(2)}\right)\),
\((3 b) \varphi_{t}^{(1)}-\varphi_{t}^{(2)}=-\frac{1}{2 p} \sin \left(\varphi^{(1)}+\varphi^{(2)}\right)\),
for the Sine-Gordon (SG) equation (3); each of them takes the form of a system of two coupled differential equations for two unknown functions, and all imply that if one of the two functions is a solution of the associated evolution equation then also the second function sol ves the same evolution equation (this can be easily verified by cross--differentiation). Therefore if, for instance, \(W^{(2)}\) is a given solution of the KdV equation, then integrating (1a,b) yields a new solution \(W^{(1)}\) of the \(K d V\) equation (and note that the order of ( \(1 \mathrm{a}, \mathrm{b}\) ) is lower than the order of the KdV equation itself).

The transformation (3a,b) was first derived by Bäcklund (1873), and then, a century later, (1a,b) was derived by Wahlquist and Estabrook (1973), both in a geometrical context (see, for instance, \([4,5]\), and, for a jet-bundle formulation of the Bäcklund problem, [6]). Before proceeding to the spectral transform approach [2], two facts should be noted about the formulae written above. In the "first half", namely (1a), (2a) and (3a), of the Bäckhund transformations the time variable \(t\) enters only parametrically, and therefore one half of the Bäcklund
transformation is in fact an ordinary (rather than partial) differential equation (in the variable \(x\) ). In the second place compare (1) and (1a) with (2) and (2a), respectively; although the \(K d V\) and mKdV equations are very similar, the "first half" of the corresponding Bäcklund transformations (1a) and (za) are rather different from each other. On the contrary, the mKdV and SG equations are very different from each other, and, nevertheless, the "first half" of their corresponding Bäcklund transformation (2a) and (3a) are identical! As shown below, these pecu liar features of the evolution equations considered here are neither accidental nor particular properties of these equations, but are a rea sonable consequence of the general scheme based on the spectral transform [2].

As for the use of Bäcklund transformations to construct solutions of evolution equations, and to derive an infinite set of conserved quan tities, the reader is referred to [2] and the references quoted there. For a recent application to potential scattering theory, see [7].

THE SPECTRAL TRANSFORM

The basic step here is to introduce a time dependent linear differential (with respect to \(x\) ) operator \(H(t, k)\) such that the nonlinear evolution equation of interest results as the compatibility condition between the eigenvalue problem
(4) \(\mathrm{H}(\mathrm{t}, \mathrm{k}) \Psi=0\),
and the evolution equation
\[
\begin{equation*}
\Psi_{t}=M(t, k) \Psi \tag{5}
\end{equation*}
\]
where \(k\) is the eigenvalue, or spectral parameter, \(M(t, k)\) is a linear differential operator and the dependence of \(H\) and \(M\) on \(k\) is assumed to be rational.

The two equations (4) and (5) are known as Lax pair, and for instance, those associated with the evolution equations considered above are
\[
\begin{align*}
& H(t, k)=\eta_{x}^{2}+W_{x}(x, t)+k^{2},  \tag{1c}\\
& M(t, k)=2\left[2 k^{2}-W_{x}(x, t)\right] \eta_{x}+W_{x x}(x, t), \tag{1d}
\end{align*}
\]
(2c) \(H(t, k)=\partial_{x}-i V_{x}(x, t) \sigma_{2}+i k \sigma_{3}\),
(2d) \(M(t, k)=2 i k\left[V_{x}^{2}(x, t)-2 k^{2}\right] \sigma_{3}+2 i k V_{x x}(x, t) \sigma_{1}-i\left[V_{x x x}(x, t)+\right.\)
\[
\left.+2 v_{x}^{3}(x, t)-4 k^{2} v_{x}(x, t)\right] \sigma_{2}
\]
for the mKdV equation (2), and
(3c)
\[
\begin{align*}
& H(t, k)=\partial_{x}-i \varphi_{x}(x, t) \sigma_{2}+i k \sigma_{3}, \\
& M(t, k)=(i / 4 k)\left\{\cos [2 \varphi(x, t)] \sigma_{3}-\sin [2 \varphi(x, t)] \sigma_{1}\right\} \tag{3d}
\end{align*}
\]
for the \(S G\) equation (3) (here \(\sigma_{1}=\left(\begin{array}{ll}0 & 1 \\ 1 & 0\end{array}\right), \sigma_{2}=\left(\begin{array}{ll}0 & -i \\ i & 0\end{array}\right)\) and \(\sigma_{3}=\left(\begin{array}{rr}1 & 0 \\ 0 & -1\end{array}\right)\) are the pauli matrices).

These formulae explicityy show that the variable \(t\) enters parametrically in the eigenvalue problem (4) (just as in the "first half" of the Bäcklund transformations (1a), (2a) and (3a)), and that the operators \(H(t, k)\) associated with the mKdV equation (2) and \(S G\) equation (3) coincide. This suggests, in connection with the two remarks made in the previaus section, that in fact the "first half" of a Bäcklund transformation has nothing to do with the time evolution, and is related only to the eigenvalue equation (4). That this is indeed the case will be clear below; for the moment we first consider the figenvalue problem (4) in detail by leaving out the time dependence. This will lead us to define the spectral transform.

To this aim we choose to consider the operator
\[
\begin{equation*}
H(k)=\jmath_{x}-Q(x)+i k \sigma_{3} \tag{6}
\end{equation*}
\]
with
\[
Q(x)=\left(\begin{array}{ll}
0 & q_{(x)}^{(-)}  \tag{7}\\
q_{(x)}^{(+)} & 0
\end{array}\right)
\]
a generalized version of (2c) (or, equivalenty, (3c)), known as the ge neralized Zakharov-Shabat operator; for a treatment analogous to the following, but for the operator (1c), see [2]. The explicit expression of the eigenvalue equation (4), with (6), reads
\[
\begin{equation*}
\psi_{x}=\left[-i k \sigma_{3}+Q(x)\right] \Psi, \quad \Psi=\Psi(x, k) \tag{8}
\end{equation*}
\]
where we assume that the condition (see (7))
(9) \(\int_{-\infty}^{+\infty} \mathrm{dx}\left|\mathrm{q}^{( \pm)}(\mathrm{x})\right|<\infty\)
holds for the formulae below to make sense. The spectrum of the eigenvalue problem (8) has a real component, i.e. all real values of \(k\), and possibly (but not necessarly) a discrete component, i.e. a finite number of complex values of \(k\). For the real spectrum the solution of (8) is the \(2 x 2\) matrix \(\Psi(x, k)\) defined by the asymptotic conditions
(10a) \(\Psi(x, k) \underset{x \rightarrow+\infty}{ }\left(\begin{array}{ll}e^{-i k x} & \alpha^{(-)}(k) e^{-i k x} \\ \alpha^{(x)}(k) e^{i k x} & e^{i k x}\end{array}\right)\),
\((10 b) \psi(x, k) \xrightarrow[x \rightarrow-\infty]{ }\left(\begin{array}{ll}\beta^{(+)}(k) e^{-i k x} & 0 \\ 0 & \beta^{(-)}(k) e^{i k x}\end{array}\right)\),
that uniquely define the reflection matrix
(11) \(\quad \alpha(k)=\left(\begin{array}{ll}0 & \alpha^{(-)}(k) \\ \alpha^{(+)}(k) & 0\end{array}\right)\),
as a function of the real variable \(k\). For the discrete spectrum (if any), we choose, merely for notational convenience, to indicate with \(k_{n}^{(+)}, n=1,2, \ldots, N^{(+)}\)and \(k_{n}^{(-)}, n=1,2, \ldots, N^{(-)}\), the discrete eigenvalues that lie in the upper and, respectively, lower half of the complex K-plane, i.e.
\[
\begin{equation*}
\pm \operatorname{Im}_{n}^{( \pm)}>0, \quad n=1,2, \ldots, N^{( \pm)} \tag{12}
\end{equation*}
\]

Thus the vector solution \(\varphi_{n}^{( \pm)}(x)\), corresponding to the eigenvalue \(k_{n}^{( \pm)}\), vanishes as \(x \rightarrow \pm \infty\) and is defined by the equations
\[
\begin{align*}
& \text { (13) } \varphi_{n x}^{( \pm)}=\left[-i k_{n}^{( \pm)} \sigma_{3}+Q(x)\right] \varphi_{n}^{( \pm)}, \quad n=1,2, \ldots, N^{( \pm)},  \tag{13}\\
& \text {(14) } \int_{-\infty}^{+\infty} d x\left[\varphi_{n}^{( \pm)}(x)\right]^{T} \sigma_{1} \varphi_{n}^{( \pm)}(x)=1,
\end{align*}
\]
where \(\mathrm{V}^{\mathrm{T}}\) is the transpose of the vector (i.e. one-column matrix) \(V\). Through the asymptotic behaviours
\[
\begin{align*}
& \varphi_{n}^{(+)}(x) \xrightarrow[x \rightarrow+\infty]{ } \gamma_{n}^{(+)} e^{i k_{n}^{(+)}} \times\binom{ 0}{1},  \tag{15}\\
& \varphi_{n}^{(-)}(x) \xrightarrow[x \rightarrow+\infty]{ } \gamma_{n}^{(-)} e^{-i k_{n}^{(-)} \times\binom{ 1}{0}}, \tag{15b}
\end{align*}
\]
we
finally define the spectral quantities
\[
\begin{equation*}
\rho_{n}^{( \pm)}=\left[y_{n}^{( \pm)}\right]^{2} \tag{16}
\end{equation*}
\]

We are now in the position to introduce the spectral transform \(S[\Omega(x)]\) of the off-diagonal matrix \(Q(x)\), see (7), by the following definition (see (11) and (16)):
\[
\begin{equation*}
S[Q(x)]=\left\{\alpha(k) ; k_{n}^{( \pm)}, \rho_{n}^{( \pm)}, n=1,2, \ldots, N^{( \pm)}\right\} \tag{17}
\end{equation*}
\]
we also refer to the problem of computing the spectral transform of a given matrix \(Q(x)\) as the direct problem. Note that solving the direct problem \(Q(x) \rightarrow S[Q(x)]\) ammounts to integrating the linear ordinary differential equation (8).

The rationale for the definition (17) is that the knowledge of the quantities in the r.h.s. of (17) is necessary and sufficient to re construct the matrix \(Q(x)\) namely that the mapping \(Q(x) \rightarrow S[Q(x)]\) can be inverted. The reconstruction of \(Q(x)\) from its spectral transform is known as the inverse problem, and its solution is obtained via the three following steps \([2,8]\) :

(19) \(K(x, y)+M(x+y)+\int_{x}^{+\infty} d x K(x, z) M(z+y)=0, \quad x \leq y\)
\[
Q(x)=-2\left(\begin{array}{ll}
0 & K_{12}(x, x)  \tag{20}\\
K_{21}(x, x) & 0
\end{array}\right)
\]

This shows that, in order to solve the inverse problem, one has to sol ve the linear matrix integral equation (19) for the unknown ( \(2 \times 2\) matrix) \(K(x, y)\); in this equation both the Kernel and the nonhomogeneous term are given in terms of the off-diagonal matrix \(M(z)\) whose explicit expression (18) obtains as a Fourier integral over the continuous spec trum plus a finite sum over the discrete spectrum. The formula (20) fí nally yields the explicit solution of the inverse problem. It is worth noticing here that the mapping \(S[\Omega(x)] \rightarrow Q(x)\) defined by (17), (18), (19) and (20) is of course nonlinear, and that its linearized approximation coincides with the usual Fourier transform, namely \(\left(N^{( \pm)}=0\right)\)
(21a) \(\alpha(k) \simeq \int_{-\infty}^{+\infty} d x \exp \left(2 i k x \sigma_{3}\right) Q(x)\),
(21b) \(Q(x) \simeq \frac{1}{\pi} \int_{-\infty}^{+\infty} d k \exp \left(-2 i k x \sigma_{3}\right) \propto(k)\).

\section*{BACKLUND AND DARBOUX TRANSFORMATIONS}

Here we sketch a technique to derive the Bäcklund transformations (or, more precisely, the "first half" of them) associated with the generalized Zakharov-Shabat operator ( 6 ). The following approach has been extensively applied to many other differential operators, and, for a recent treatment including its extension to the multi-dimensional case, see [9] and the references quoted there.

Consider the generalized Zakharov-Shabat equation (8) with a matrix \(Q^{(2)}(x)\),
(22) \(\psi_{x}^{(2)}=\left[-i k \sigma_{3}+Q^{(2)}(x)\right] \psi^{(2)}\),
and let \(T(x, k)\) be a matrix transforming a matrix solution \(\boldsymbol{\psi}^{(2)}\) of (22) into a matrix solution of the generalized zakharov-Shabat (8), but with a different matrix \(Q^{(1)}(x)\), namely
\[
\begin{align*}
& \psi^{(1)}(x, k)=T(x, k) \psi^{(2)}(x, k)  \tag{23}\\
& \psi_{x}^{(1)}=\left[-i k \sigma_{3}+Q^{(1)}(x)\right] \psi^{(1)} . \tag{24}
\end{align*}
\]

This implies that the matrix \(T(x, k)\) satisfies the matrix differential equation
(25) \(\mathrm{T}_{\mathrm{x}}+i \mathrm{k}\left[\sigma_{3}, \mathrm{~T}\right]+\mathrm{T} \mathrm{Q}^{(2)}-\mathrm{Q}^{(1)} \mathrm{T}=0\);
in order the analyze this equation, it is convenient to write down separately its diagonal and off-diagonal parts. Thus we introduce the splitting
(26) \(T(x, k)=C(x, k)+A(x, k) \quad\),
where \(C\) is the diagonal (commuting with \(\sigma_{3}\) ) component of \(T\),
(27a) \(\quad C \equiv\left(\begin{array}{ll}T_{11} & 0 \\ 0 & T_{22}\end{array}\right)\),
and \(A\) is the off-diagonal (anticommuting with \(\sigma_{3}\) ) somponent of \(T\),
(27b)
\[
A \equiv\left(\begin{array}{ll}
0 & T_{12} \\
T_{21} & 0
\end{array}\right)
\]

By taking into account that \(Q^{(j)}, j=1 ; 2\), is off-diagonal (see (7)), the equation (25) is then equivalent to the two coupled equations
\[
\begin{align*}
& C_{X}+A Q^{(2)}-Q^{(1)} A=0  \tag{28a}\\
& A_{X}+2 i k \quad \sigma_{3} A+C Q^{(2)}-Q^{(1)} C=0 \tag{28b}
\end{align*}
\]

Integrating the first equation,
(29) \(C(x, k)=-\sigma_{3} \Gamma(k)+\int_{x}^{\infty} d y\left[A(y, k) Q^{(2)}(y)-Q^{(1)}(y) A(y, k)\right]\),
where \(\Gamma(k)\) is an arbitráry diagonal \(x\)-independent matrix, and substituting this expression into the second equation, the system (28) reduces to the integrodifferential equation
\[
\begin{equation*}
(\Lambda-2 i k) A+\Gamma Q^{(2)}+Q^{(1)} \Gamma=0 \tag{30}
\end{equation*}
\]
where we have introduced the important integrodifferential operator \(\Lambda\) that is defined by the formula
(31) \(\Lambda F(x)=-\sigma_{3}\left\{F_{x}(x)+Q^{(1)}(x) \int_{x}^{\infty} d y\left[Q^{(1)}(y) F(y)-F(y) Q^{(2)}(y)\right]-\right.\) \(-\int_{x}^{\infty} d y\left[Q^{(1)}(y) F(y)-F(y) Q^{(2)}(y)\right] Q^{(2)}(x) \quad\),
that specifies its action on a generic off-diagonal matrix \(F(x)\). The operator \(\Lambda\), that plays a basic rôle in the spectral transform method, has been introduced first by a different way, namely by generalizing the well known wronskian relations [2].

We now make the strong assumption that the transformation matrix \(T(x, k)\), see (23), be a polynomial in the spectral variable \(k\); because of (26) and (29), this ammounts to ask that
(32a) \(\quad \Gamma(k)=\sum_{n=0}^{M}(2 i k)^{n} \Gamma^{(n)}\),
(32b) \(A(x, k)=\sum_{n=0}^{M}(2 i k)^{n} A^{(n)}(x) \quad\),
where of course the coefficients \(\Gamma^{(n)}\) are arbitrary constant diagonal matrices, and \(A^{(n)}(x)\) are off-diagonal matrices that satisfy the recur sion relation
\[
\begin{equation*}
A^{(n)}=\Lambda A^{(n+1)}+Q^{(1)} \Gamma^{(n+1)}+\Gamma^{(n+1)} Q^{(2)}, \quad n=0,1,2, \ldots, M, \tag{33}
\end{equation*}
\]
that is readly implied by (30), together with the initial conditions \(A^{(M+1)}=\Gamma^{(M+1)}=0\). It is easily seen that the equation (30), being polynomial in \(k\), implies \(M+2\) equations for the coefficients; moreover \(\mathrm{M}+1\) of these equations can be explicitely solved to yield the matrices \(A^{(n)}(x)\),
(34) \(A^{(n)}(x)=\sum_{m=0}^{M-n-1} \Lambda^{m}\left[Q^{(1)}(x) \Gamma^{(n+m+1)}+\Gamma^{(n+m+1)} Q^{(2)}(x)\right]\),
\[
n=0,1,2, \ldots, M-1,
\]
with \(A^{(M)}(x)=0\), while the last equation
(35) \(\sum_{m=0}^{M} \Lambda^{m}\left[Q^{(1)}(x) \Gamma^{(m)}+\Gamma^{(m)} Q^{(2)}(x)\right]=0\),
gives a relationship between \(Q^{(2)}(x)\) and \(Q^{(1)}(x)\). It is now convenient to introduce the following notation:
(36) \(\Gamma^{(m)}=g_{m} \sigma_{3}+h_{m}\),
\[
\begin{equation*}
g(z)=\sum_{m=0}^{M} g_{m} z^{m}, h(z)=\sum_{m=0}^{M} h_{m} z^{m} \tag{37}
\end{equation*}
\]
\[
\begin{equation*}
g^{\#}\left(z^{\prime}, z\right)=\left[g\left(z^{\prime}\right)-g(z) \not /\left(z^{\prime}-z\right), h^{\#}\left(z^{\prime}, z\right)=\left[h\left(z^{\prime}\right)-h(z)\right] /\left(z^{\prime}-z\right),\right. \tag{38}
\end{equation*}
\]
where the coefficients \(g_{m}\) and \(h_{m}\) are (arbitrary) complex numbers, so that the resulting expression of the matrix \(T(x, k)\) reads
(39) \(T(x, k)=-g(2 i k)-h(2 i k) \sigma_{3}-\int_{x}^{\infty} d y\left[Q^{(1)}(y) A(y, k)-A(y, k) Q^{(2)}(y)\right]+\)
\[
\begin{aligned}
+ & A(x, k) \\
(40) A(x, k) & =g^{\#}(2 i k, \Lambda)\left\{\left[Q^{(1)}(x)-Q^{(2)}(x)\right] \sigma_{3}\right\}+\text { h }^{\#}(2 i k, \Lambda)\left[Q^{(1)}(x)+\right. \\
& \left.+Q^{(2)}(x)\right] .
\end{aligned}
\]

On the other hand, in this notation the equation (35) relating \(Q^{(2)}(x)\) to \(Q^{(1)}(x)\) takes the compact form
(41) \(g(\Lambda)\left\{\left[Q^{(1)}(x)-Q^{(2)}(x)\right] \sigma_{3}+h(\Lambda)\left[Q^{(1)}(x)+Q^{(2)}(x)\right]=0\right.\),
where \(g(z)\) and \(h(z)\) are the arbitrary polynomials defined by (36) and (37).

The transformation \(\Psi\left({ }^{(2)} \rightarrow \Psi(1)\right.\) given by (23) with a polynomial dependence of \(T(x, k)\) on \(k\) is usually referred to as a Darboux transfor mation (since Darboux introduced this transformation in the context of the Schroedinger operator (1c) and in the particular case in which \(T\) is of first degree in \(k\) [2]). Moreover the relation (41) between \(Q^{(2)}(x)\) and \(Q^{(1)}(x)\), that corresponds to the Darboux matrix (39), with (40), will be named Bäcklund transformation (for instance from \(Q^{(2)}(x)\) to \(\left.Q^{(1)}(x)\right)\); before qualifying this terminology in connection with the con tent of the introduction, we consider first the relationship between the spectral transforms of \(Q^{(2)}(x)\) and \(Q^{(1)}(x)\) that corresponds to the Bäcklund transformation (41). However, for the sake of simplicity, we limit our consideration to the continuous component of the spectral transform (for a more detailed discussion see [2]).

Consider then the Darboux transformation that relates the matrix solutions \(\Psi^{(2)}(x, k)\) and \(\Psi^{(1)}(x, k)\) that saEisfy the asymptotic behaviours (10), namely
(42)
\[
\psi^{(j)}(x, k) \xrightarrow[x \rightarrow+\infty]{ } \exp \left(-i k x \sigma_{3}\right)\left[1+\alpha^{(j)}(k)\right], j=1,2
\]
where \(\alpha^{(j)}(k)\) is the off-diagonal matrix (see (11) that defines the continuous component of the spectral transform of \(\mathbf{Q}^{(j)}(x)\) (see (17)). This transformation reads
\[
\begin{equation*}
\Psi^{(j)}(x, k)=T(x, k) \Psi^{(2)}(x, k)[T(+\infty, k)]^{-1} \tag{43}
\end{equation*}
\]
where the appearance of the matrix \(T(+\infty, k)\) in the r.h.s. takes into account the appropriate asymptotic conditions (42); indeed one should note that, as implied by (39), (40) and (31),
(44) \(T(+\infty, k)=-g(2 i k)-h(2 i k) \sigma_{3}\)
is diagonal, and that the normalization condition adopted in (43) by multiplying from the right by \([T(+\infty, k)]^{-1}\) does not affect the results and formulae given above. Combining now the behaviour (42) with the Darboux transformation (43), with (44), one easily obtains the corresponding Bäcklund transformation for the spectral transforms, namely
\((45) \alpha^{(1)}(k)=\alpha^{(2)}(k)\left[g(2 i k)-h(2 i k) \sigma_{3}\right]\left[g(2 i k)+h(2 i k) \sigma_{3}\right]^{-1}\).

These results are our equipment for deriving and investigating nonlinear evolution equations, as well as their associated Bäcklund transformations. In fact, let us consider first a parameter (i.e. time) dependent matrix \(Q(x, t)\) in the generalized Zakharov-Shabat equation (8), and let us set
(46) \(Q^{(2)}(x)=Q(x, t) \quad, Q^{(1)}(x)=Q(x, t+\varepsilon) \quad\),
in the previous formulae, together with
(47) \(g(z)=2 / \varepsilon \quad, \quad h(z)=\gamma(z) \quad\);
then, in the limit \(\varepsilon \rightarrow 0\), the relation (41) yields the (AKNS class [8] of) nonlinear evolution equation
\[
\begin{equation*}
Q_{t}(x, t)=\sigma_{3} \gamma(L) Q(x, t) \tag{48}
\end{equation*}
\]
where \(L\) is \(\dot{\operatorname{lf}}\) course the integrodifferential operator that obtains from \(\Lambda\) with \(Q^{(1)}(x)=Q^{(2)}(x)=Q(x, t)\), namely (see (31))
\[
\begin{equation*}
L F(x)=-\sigma_{3}\left\{F_{x}(x)+2 Q(x, t) \int_{x}^{\infty} d y[Q(y, t), F(y)] .\right. \tag{49}
\end{equation*}
\]

The corresponding evolution equation for the spectral transform of \(Q(x, t)\) is very simple and reads
(50a) \(\quad \alpha_{t}(k, t)=\gamma(2 i k) \quad \sigma_{3} \alpha(k, t) \quad\),
(50b) \(\mathrm{dk}_{\mathrm{n}}^{( \pm)} / \mathrm{dt}=0 ; \mathrm{n}=1,2, \ldots, \mathrm{~N}^{( \pm)} \quad\),
(50c) \(d \rho_{n}^{( \pm)}(t) / d t=\mp \gamma\left(2 i k_{n}^{( \pm)}\right) \rho_{n}^{( \pm)}(t) \quad, \quad n=1,2, \ldots, N^{( \pm)}\).

Therefore the initial value problem associated with the evolution equa tion (48) can be solved by means of linear operations only, via the steps \(Q(x, 0) \longrightarrow S[Q(x, 0)] \longrightarrow S[Q(x, t)] \longrightarrow Q(x, t)\).

For instance the mKdV equation (2) obtains by setting in (48) \(\gamma(z)=z^{3}\) and
(2e) \(Q(x, t)=i V_{x}(x, t) \sigma_{2}\),
while the SG equation (3) obtains with \(\gamma(z)=-z^{-1}\) and
(3e) \(Q(x, t)=i \varphi_{x}(x, t) \sigma_{2}\).
Let us consider next a solution \(Q^{(2)}(x, t)\) of the evolution equation (48) and a matrix \(Q^{(1)}(x, t)\) related to it by the equation (41), with the condition that the polynomials \(g(z)\) and \(h(z)\) be not dependent on time; then also \(Q^{(1)}(x, t)\) is a solution of the same evolution equation (48). A direct proof of this statement is certainly far too diffi cult, while the spectral transform approach provides a proof that, in the case in wich the spectral transforms of \(Q^{(1)}\) and \(Q^{(2)}\) have no discrete spectrum component, is even trivial. In fact, if the matrix \(\alpha^{(2)}(k, t)\) satisfies the (linear) evolution equation (50a), then of cour se also \(\alpha^{(1)}(k, t)\), related to \(\alpha^{(2)}(k, t)\) by (45), is a solution of (50a) (in this proof, that is evident by simple inspection, it is clear that the condition that \(g(z)\) and \(h(z)\) be time indipendent is indeed essential). A more careful analysis is required to prove the statement made aboze if the spectral transforms of \(Q^{(2)}(x, t)\) and/or \(Q^{(1)}(x, t)\) pos sess also a discrete spectrum component; for a general discussion of this point see [2]. These results justify the name of Backlund transformation for the equation (41), as this equation defines a mapping of a solution \(Q^{(2)}(x, t)\) of the evolution (48) into the new solution \(Q^{(1)}(x, t)\) of the same evdlution equation. Moreover, it should be pointed out that the Bäcklund transformation (41), characterized by the two polynomials \(g(z)\) and \(h(z)\), does not depend on the particular evolution equation of the class (48) (i.e. on the polynomial \(\gamma(z)\) that characterizes a particular evolution equation). Therefore two different evolution equations of the class (48), for instance the mKdV and SG equation, should have the same (first half of the) Bäcklund transformation. For instance, the Bäcklund transformation (2a) (or (3a)) obtains by setting in (41)
\[
\begin{equation*}
g(z)=\frac{1}{2} z, \quad h(z)=p, \tag{51}
\end{equation*}
\]
where \(p\) is a real parameter, and by dising the expression (2e) (or (3e)). In this context, it is clear that the \(K d V\) and mKdV equations (1) and (2) should not be expected to have the same Bäcklund transformation since their associated linear operators, namely the Schroedinger and Zakharov-Shabat operators, respectivety, are different from each other.

Bäcklund transformations have been frequently used to construct new solutions of a nonlinear evolution equation out of a known one; in particular, the one-soliton solution is obtained by applying a Bäcklund transformationto the vanishing solution. In this respect, quite usefulh formulae are the so-called superposition formulae; they follow from the remarkable property of the Bäcklund transformations (41) to commute with each other. The proof of the commutativity theorem is rather simple in the spectral transform approach [2]; in fact, in the particular case in which no discrete spectrum is involved, the proof is an obvious consequence of the relation (45). A direct proof of the commutativity theorem for the Backlund transformation (3a,b) was first given by \(L\). Biancht (1896) in his lecture notes on differential geometry.

To give an example of a superposition formulae, let us consider the Bäcklund transformation (1a); this transformation depends on the real parameter \(p\), and therefore one can sequentially apply two Bäcklund transformations, one with parameter \(p_{1}\) and the second with parameter \(P_{2}\), to a given solutio \(W^{(0)}(x, t)\) of the \(K d V\) equation ( 1 ) : \(W^{(0)}(x, t)\) \(\xrightarrow{2} W^{(1)}(x, t) \xrightarrow{2} W(x, t)\). On the other hand, the order of the two Bäcklund transformations can be reversed without changing the final outcome because of the commutativity theorem: \(W^{(0)}(x, t) \xrightarrow{2} W^{(2)}(x, t)\) \(\xrightarrow{1} W(x, t)\). It is then easy to eliminate from all the relevant equa tions corresponding to these four Bäcklund transformations all derivatives to end up with the following (purely algebraic) superposition formula [2]
(52) \(\quad W=W^{(0)}-2\left(p_{1}+p_{2}\right)\left[w^{(1)}-w^{(2)}\right] /\left[W^{(1)}-w^{(2)}+2\left(p_{1}-p_{2}\right)\right]\).

A different (but equivalent) superposition formula obtains by eliminating instead the starting solution \(W^{(0)}(x, t)\), and it reads \([10]\)
\[
\begin{align*}
& w=\frac{1}{2}\left(w^{(1)}+w^{(2)}\right)+\left[w_{x}^{(1)}-w_{x}^{(2)}-\left(p_{1}+p_{2}\right)\left(w^{(1)}-w^{(2)}\right)\right] / \\
& \\
& \quad\left[W^{(1)}-W^{(2)}+2\left(p_{1}-p_{2}\right)\right]
\end{align*}
\]

Interesting new formulae obtain from these superposition formulae by setting \(\left.p_{1}=p+\varepsilon, p_{2}=p, W^{(2)}(x, t)=\vec{W}(x, t) ; p\right), W^{(1)}(x, t)=\bar{W}(x, t ; p+\varepsilon)\)
and then by letting \(\varepsilon\) vanish; for instance, one of the resulting expressions is
\[
\begin{equation*}
W(x, t ; p)=W^{(0)}(x, t)-2 p \bar{W}_{p}(x, t ; p) /\left[1+\frac{1}{2} \bar{W}_{p}(x, t ; p)\right] \tag{54}
\end{equation*}
\]
and this yields a new solution of the \(K d V\) equation (1). In this expres sion \(\bar{W}(x, t ; p)\) is of course the solution that obtains from \(W^{(0)}\) by a Bäcklund transformation with parameter \(p\). From this formula, a new explicit (singular) solution of the \(K d V\) equation (1) is easily derived by taking \(W^{(0)}(x, t)=0 \quad[10]\). Additional results, and the derivation of analogous formulae from the Bäcklund transformations associated with the generalized zakharov-Shabat problem can be found in [10]; there the algebraic construction of a two-dimensional lattice of explicit solutions is also reported.
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\section*{Abstract}

An inversion symmetric class of non-linear \(\sigma\)-models is constructed. The original pure model with field values in the coset space of a classical matrix group \(f\) with respect to an isotropy subgroup under the adjoint action is generalized to a minimally gauge coupled model in which the field is a section in a bundle with group \(\ell\) acting on the coset space as fibre with a nontrivial connection of (for example) Yang-Mills type. It is shown that the gauge coupled models admit a natural generalisation of the identities originally constructed by Mazur for the pure nonlinear \(\sigma\)-models whereby the divergence of a quantity whose surface integral vanishes when suitable boundary conditions are satisfied is shown to be equal to a functional of the difference between two sets of field variables that is positive definite in many relevant situation. In such cases, which occur when the base-space metric is positive definite (so that the system is of elliptic type) and the isotropy subgroup is compact, the identities lead directly to uniqueness theorems for the solutions.

\section*{1. Introduction}

In recent years the rather wide class of field models that would be described by mathematicians as harmonic mappings onto homogeneous spaces has come to be known in physics under the appelation of non-linear \(\sigma\)-models. Our present purpose is to consider a sub-class of such models in which the fields belong to the symmetric coset space generated as the quotient of one of the classical (Lie) matrix groups by an isotropy subgroup of the adjoint action of the group on itself. In particular a considerable body of work originated by Geroch(1) and

Kinnersley(2) and developed more recently by Sanchez (3), Mazur (4) and others has shown that the Ernst formulation of the Einstein equations for a stationary axisymmetric vacuum solution and its electromagnetic generalization can be considered as a model of this type.

Among the many interesting results to emerge from this work has been the development by Mazur(5) of a systematic and elegant procedure for the construction of identities relating the divergence of a quantity whose surface integral vanishes when suitable boundary conditions are satisfied to the sum of a quantity that vanishes when the field equations of the model are satisfied and a functional of the difference between two sets of the field variables that turns out to be automatically positive definite in many relevant cases. The class of divergence identities constructed in this way includes as special limit cases the identities having the same properties that were developed successively by the present author (6) and by Robinson (7), (8 )for the purpose of establishing the uniqueness of solutions to the black hole equilibrium state problem as formulated in terms of a non-linearly coupled elliptic system on a two-dimensional base space by the present author (6) (9) (10). The common ancestor to all such identities is the well known relation
\[
\nabla_{\mu}\left(\varphi \nabla^{\mu} \varphi\right)=\varphi \nabla_{\mu} \nabla^{\mu} \varphi+\left(\nabla^{\mu} \varphi\right) \nabla_{\mu} \varphi
\]
which is used to prove uniqueness of solutions to the ordinary linear Laplace equation
\[
\nabla_{\mu} \nabla^{\mu} \varphi=0
\]
on any base space with positive definite metric \(g_{\mu \nu}\), subject to boundary conditions such that \(\varphi\) must tend to zero somewhere and that \(\varphi \nabla_{\mu} \varphi\) must tend to zero everywhere on the boundary of the base space region under consideration, where \(\varphi\) is the difference between any two allowed solutions. The idea in all the applications of the method is simply to integrate over the base space region under considerations and to use Green's theorem and the boundary conditions to establish that the integral of the positive definite functional must vanish and hence that its argument must be zero throughout, which in most cases is sufficient to
immediately establish the identity of the two hypothetical solutions.

At about the same time as Mazur's construction of his divergence identity was carried out, an even more general class of identity relating a divergence to a right hand side with the same kind of positivity property was developed independently by Bunting(11),(12) for the same purpose, namely completing the proof of the uniqueness theorem(9),(7),(10) for electromagnetic black hole equilibrium states. Although they do not have such an elegantly explicit form as the Mazur type identities, the Bunting identities have the advantage that they can be constructed not only for non-linear \(\sigma\)-models but even for more general harmonic mappings in which the image space is non-homogeneous, provided that an appropriate negativity condition is satisfied by the image space curvature. A concise description of the Bunting construction, and an explicit demonstration that it applies in particular to all the non-linear \(\sigma\)-models covered by the original Mazur construction (in so much as they can be shown to satisfy the curvature negativity condition automatically) has been given elsewhere by the present author (13). This work showed that all though they are necessary for the elegant explicit form of the Mazur identities, the special symmetry properties of the non-linear \(\sigma\)-models to which they apply are not really essential for the unicity theorems that are obtained thereby.

Our present purpose is to show how the Mazur type divergence identities can also be generalized in a quite different manner from that achieved by Bunting. Moreover unlike the Bunting construction, the procedure to be described here depends in an essential way on the existence of the continuous symmetry group action on the image space of the non-linear \(\sigma\)-models. We start by showing how the ordinary non-linear \(\sigma\)-models of the symmetric coset space kind considered by Mazur can be generalized in a uniquely natural way by minimal coupling of the standard kind to a background gauge field belonging to the algebra of the continuous symmetry group, and which might itself (for example) be supposed to obey field equations of the standard (coupled) Yang-Mills type. After a general description of the structure of such gauge-coupled nonlinear \(\sigma\)-models, it is shown how appropriate generalized Mazur identities can be constructed and used for proving uniqueness of solutions with a given gauge background field under conditions
of the same kind as were necessary when the gauge background field was absent, including in particular the requirement that the base space metric be positive definite (so that the system is of elliptic type) and the requirement that the isotropy subgroup characterising the coset space should be of compact type even though the group as a whole is not.
2. Inversion Symmetry of the Homogeneous Coset Space

We shall be concerned with a set of field variables \(\oiint\) belonging to a manifold \(\mathscr{C}\) that can be identified with an orbit of the adjoint action of a matrix group \(f\) acting on itself. More specifically it will be supposed that the group \(\mathcal{H}\) is of the standard type as defined by the invariance requirement for a standard (non-generate) form \(\boldsymbol{\eta}\) (with components \(\eta^{a b}\), under the natural action of the elements \(\mathbb{Q}\) (with components \(Q^{a} b\) ) of \(\mathcal{Y}\) as specified by
\[
\begin{equation*}
Q \in \mathcal{G} \Leftrightarrow Q \cdot \eta \cdot Q^{*}=\eta \tag{2.1}
\end{equation*}
\]
where a heavy dot denotes matrix multiplication (contraction of adjacent indices) and the star denotes hermitian conjugation (ie
\(Q^{*} \dot{a}=\overline{Q_{b}^{a}}\), The elements \(\mathbb{P}\) of \(\mathscr{X}\) are supposed to be hermitian matrices with component \(\Phi \dot{\alpha} b\) such that the corresponding matrices \(\# \boldsymbol{\phi}\) with components \(\boldsymbol{\phi}^{a} b\), as defined by the operation of index raising by contraction with 27 , should satisfy the group characterization condition (2.1), ie.
\[
\begin{equation*}
\# \Phi \equiv \eta \cdot \phi \in \mathcal{G} \tag{2.2}
\end{equation*}
\]

Since the adjoint group action
\[
\begin{equation*}
\# \Phi \mapsto \mathbb{Q}^{-1} \cdot \boldsymbol{\phi} \cdot \mathbb{Q} \tag{2.3}
\end{equation*}
\]
(which is required to be transitive over \(X\), is equivalent to
\[
\begin{equation*}
\phi \mapsto Q^{*} \cdot \phi \cdot \mathbf{Q} \tag{2.4}
\end{equation*}
\]
it can be seen that it automatically preserves the hermiticity requirement
\[
\begin{equation*}
\mathbb{B}^{*}=\mathbb{B}^{*} \tag{2.5}
\end{equation*}
\]

A homogeneous space \(X\) constructed in this way can evidently be regarded as a coset space,
\[
\begin{equation*}
x=\xi / H \tag{2.6}
\end{equation*}
\]
where \(\mathcal{H}\) is an isotropy subgroup of \(\ell\) defined to consist of elements \(Q \in \mathcal{G}\) such that some arbitrarily chosen element \(\mathbb{P} \in \mathcal{J}\) remains invariant under transformations of the form (2.4). Such a space has a natural (Riemannian or pseudo-Riemannian) metric
\[
\begin{align*}
d s^{2} & =\frac{1}{4}\left\langle\Phi^{-1} \cdot d \boldsymbol{\phi}, \Phi^{-!}!d \boldsymbol{\Phi}\right\rangle \\
& =\frac{1}{4}\left\langle\boldsymbol{\langle} \boldsymbol{\phi} \cdot \alpha^{\#} \boldsymbol{\phi},{ }^{\prime \prime} \boldsymbol{\Phi} \cdot \alpha^{\#} \boldsymbol{\Phi}\right\rangle \tag{2.7}
\end{align*}
\]
induced by the corresponding natural metric
\[
\begin{equation*}
d s^{2}=\frac{1}{4}\left\langle Q^{-1} \cdot d Q, Q^{-1} \cdot d Q\right\rangle \tag{2.8}
\end{equation*}
\]
on \(\mathscr{H}\) where the bracket product is defined on the Lie algebra \(\boldsymbol{Q}\) of \(\ell\), whose elements \(a\) (with components \(a^{a} b\) ) are characterised by
\[
\begin{equation*}
\mathbf{a} \cdot \boldsymbol{7}+7 \cdot \mathbf{a}^{*}=0 \tag{2.9}
\end{equation*}
\]
according to the standard prescription
\[
\begin{equation*}
\langle a, b\rangle=1 / 2 \operatorname{tr}\{a \cdot b\} \tag{2.10}
\end{equation*}
\]
which automatically satisfies the reality condition
\[
\begin{equation*}
\langle a, b\rangle=\left\langle a^{*}, b^{*}\right\rangle=\overline{\langle a, b\rangle} \tag{2.11}
\end{equation*}
\]

It is well known that a homogeneous space \(\mathcal{C}\) constructed in this manner is automatically a symmetric space in the sense that there is a tangent space reversing automorphism associated with any arbitrarily chosen fixed element \(\boldsymbol{\$}\). This automorphism is induced on \(\mathcal{X}\) by a corresponding automorphism
\[
\begin{equation*}
Q \longmapsto Q^{+}=(\# \not \mathbb{D})^{-1} \cdot Q \cdot * \mathbb{Q} \tag{2.12}
\end{equation*}
\]
on \(\mathscr{y}\). This automorphism can be seen to be an inversion, in the sense that
\[
\begin{equation*}
\left(\mathbb{Q}^{\dagger}\right)^{\dagger}=\mathbb{Q} \tag{2.13}
\end{equation*}
\]
as a consequence of the relation
\[
\begin{equation*}
(\# \mathbb{D})^{-2}=7^{*} \cdot \nabla^{-1} \tag{2.14}
\end{equation*}
\]
(which expresses the group membership requirement (2.2) subject to the hermiticity condition (2.5)) and of the commutation relation
\[
\begin{equation*}
\left[7^{*} \cdot 7^{-1}, Q\right]=0 \tag{2.15}
\end{equation*}
\]
which follows directly from (2.1). To see that this inversion mapping does in fact reverse the tangent space to \(\mathcal{X}\) at \(\mathbb{W}\), one starts by noting that an infinitesimal displacement \(d \mathbb{W}\) in the tangent space must (by differentiation of 2.3) be expressible in the form
\[
\begin{equation*}
d^{\#} \boldsymbol{\phi}=[\#, \boldsymbol{a}] d \lambda \tag{2.16}
\end{equation*}
\]
where \(d \lambda\) is an infinitesimal displacement parameter and \(\mathbb{C}\) is some element of the algebra \(\mathcal{C}\) of \(\ell\) as characterized by (2.9). The automorphism (2.12) on induces a corresponding automorphism
\[
\begin{equation*}
\mathbb{C} \longmapsto \boldsymbol{c}^{\dagger}=(\# \oiint)^{-1} \cdot \mathbb{N}^{\#} \cdot \# \tag{2.17}
\end{equation*}
\]
on the algebra. This automorphism also has the inversion property
\[
\begin{equation*}
\left(\mathbb{Q}^{\dagger}\right)^{\dagger}=\mathbb{d} \tag{2.18}
\end{equation*}
\]
as a consequence of (2.14) and of the analogue,
\[
\begin{equation*}
\left[a, \eta^{*} \cdot \eta \eta^{-1}\right]=0 \tag{2.19}
\end{equation*}
\]
of (2.15). The same properties (2.14) and (2.19) also imply
\[
\begin{equation*}
\left[{ }^{\#} \phi, \mathbf{a}^{\dagger}\right]=[\boldsymbol{a}, \# \phi] \tag{2.20}
\end{equation*}
\]
so that one sees directly that the tangent space elements (2.16) will indeed be reversed by the inversion, ie.
\[
\begin{equation*}
\left(d^{\#} \phi\right)^{\dagger}=-d^{\#} \phi \tag{2.21}
\end{equation*}
\]

The automorphism specified according to (2.17) for any arbitrarily chosen fixed point \(\mathbb{W}\) in \(\mathcal{X}\) determines a natural decomposition of the algebra \(a\) as a direct sum of even and odd subspaces \(a^{+}\) and \(Q^{-}\): we shall have
\[
\begin{equation*}
a=a^{+}+a^{-} \tag{2.22}
\end{equation*}
\]
where the even and odd parts \(\mathbb{C l}^{+}\)and \(\mathbb{C l}^{-}\)are defined by
\[
\begin{equation*}
a^{ \pm}=\frac{1}{2}\left(a \pm a^{+}\right) \tag{2.23}
\end{equation*}
\]
so that
\[
\begin{equation*}
\left(a^{ \pm}\right)^{\dagger}= \pm a^{ \pm} \tag{2.24}
\end{equation*}
\]

It follows immediately from (2.17) that the commutator of any pair of algebra elements \(d\) and \(b\) will satisfy
\[
\begin{equation*}
[a, b]^{\dagger}=\left[a^{\dagger}, b^{\dagger}\right] \tag{2.25}
\end{equation*}
\]

The commutators among the odd and even subspaces can therefore be seen to satisfy
\[
\begin{equation*}
\left[a^{+}, b^{+}\right]^{-}=\left[a^{-}, b^{-}\right]^{-}=\left[a^{+}, b^{-}\right]^{+}=0 \tag{2.26}
\end{equation*}
\]
which shows that the odd (but not the even) subspace is a subalgebra. In terms of this notation scheme, the expression (2.16) for a displacement in the tangent space to \(\mathcal{X}\) at \(\mathbb{B}\) can be rewritten as
\[
\begin{equation*}
d \Phi=2 \Phi \cdot a^{-} d \lambda \tag{2.27}
\end{equation*}
\]

\section*{3. The Gauge Coupling}

In pure non-linear \(\sigma\)-models of the standard kind, the elements \(\Phi\) in the space \(X\) are considered as ordinary physical field variables over the relevant base space \(\mathcal{M}\). In terms of the (flat or curved) base space metric
\[
\begin{equation*}
d s^{2}=g_{\mu \nu} d x^{\mu} d x^{\nu} \tag{3.1}
\end{equation*}
\]
(where \(x^{\mu}, \mu=1, \ldots n\) are local base space coordinates) the standard general form for the Lagrangian \(L\) from which the field equations for \(\mathbb{D}\) are to be derived is
\[
\begin{equation*}
I=-1 / 20^{-1}\left\langle G, \sigma^{\mu}\right\rangle \tag{3.2}
\end{equation*}
\]
where the base space metric (3.1) is used for raising and lowering of the base space indices \(\mu\) and for the specification of the base space covariant differentiation operation occurring in the definition
\[
\begin{equation*}
\mathscr{H}_{\mu}=\rho \mathbb{D}^{-1} \cdot D_{\mu} \mathbb{B} \tag{3.3}
\end{equation*}
\]
of the current matrix. The quantity \(\rho\) appearing here is any given (egg. uniform) weight field on the base space, and the brackets appearing in (3.1) indicate the ordinary trace scalar product on the group algebra \(a\) to which the current matrix must evidently belong.

The purpose of the present work is to consider a rather wider class of models in which the \(\&\) are no longer considered as ordinary physical field variables but as a section (14) of a fibre bundle over the base \(\mathcal{M}\) with gauge group \(\ell\) and adjoint action (2.3) over nonlinear fibres of the form \(X\). Such a structure belongs
to the general class of non-linear fibre bundles which includes as special cases the familiar examples of the class of principle bundles (in which the fibre is the group itself, subject to its own left action) and the class of ordinary vector bundles (for which the fibre is linear, as in the case of the most commonly used kinds of physical gauge theories such as quantum chromodynamics). The definition of covariant differentiation in any (linear or nonlinear bundle) requires the specification of a differential connection on the associated principle bundle, such a connection being represented in any local gauge patch by a gauge one-form whose components \(A_{\mu}\) say are elements of the Lie algebra \(a\) of the group, which in the present case means that they must satisfy
\[
\begin{equation*}
\mathbb{A} \cdot \eta+\eta^{*} \cdot \mathbb{A}=0 \tag{3.4}
\end{equation*}
\]
by (2.9). For a non-linear action of the kind specified globally by (2.4) and locally by (2.27) the corresponding operation of covariant derivation on \(\$\) will be given by
\[
\begin{equation*}
D_{\mu} \phi=\partial_{\mu} \phi-\phi \cdot A_{\mu}^{-} \tag{3.5}
\end{equation*}
\]
where \(\partial_{\mu}\) denotes ordinary partial differentiation with respect to the local base space coordinates \(x^{\mu}\), and, in accordance with the notation scheme introduced in the previous section,


With this definition a local gauge transformation of the form (2.4) will induce a corresponding covariant transformation on \(D_{\mu} \not \mathbb{H}_{\boldsymbol{p}}\) provided that undergoes a corresponding transformation of the appropriate (noncovariant) form, ie.
\[
\begin{equation*}
A_{\mu} \mapsto \mathbb{Q}^{-1}\left(\partial_{\mu} Q+A_{\mu} \cdot \mathbb{Q}\right) . \tag{3.7}
\end{equation*}
\]

Since the current can be considered globally as a section in the associated (linearly fibred) adjoint algebra bundle, it will itself be subject to an operation of gauge covariant differentiation of the standard kind, namely
\[
\begin{equation*}
D_{\mu} g_{\nu}=\nabla_{\mu} g_{\nu}+\left[A_{\mu}, g_{\nu}\right] \tag{3.8}
\end{equation*}
\]
where \(\nabla\) denotes the ordinary operation of covariant differentiation as defined purely in terms of the metric (3.1) without reference to the gauge field. In terms of this notation the integrability condition on \(\mathscr{I}_{\mu}\) for the existence of \(\oiint\) satisfying (3.3) is expressible as the identity
\[
\begin{equation*}
2 D_{[\mu} \rho^{-1} \mathscr{J}_{\nu]}+\rho^{-2}\left[\mathscr{G} \|_{\mu}, \mathscr{G} / \nu=-2 \mathbb{F}_{\mu \nu}^{-}\right. \tag{3.9}
\end{equation*}
\]
where square brackets on indices denote antisymmetrisation and W rv is the odd part of the covariant gauge curvature field, ie.
\[
\begin{equation*}
2 \mathbb{H}_{\mu \nu}^{-}=\mathbb{F}_{\mu \nu}+\mathbb{D}^{-1} \mathbb{F}_{\mu \nu}^{*} \cdot \mathbb{H}^{-} \tag{3.10}
\end{equation*}
\]
where
\[
\begin{equation*}
\mathbb{F}_{\mu \nu}=2 \partial_{[\mu} A_{\nu]}+\left[A_{\mu,} A_{\nu}\right] \tag{3.11}
\end{equation*}
\]

As in the case of the ordinary non-linear \(\sigma\)-models for which the gauge field is absent, it can be seen still in this more general case that the hermiticity condition (2.5) on \(\mathbb{H}_{\boldsymbol{D}}\) ensures that the current matrix \(\mathscr{G}_{\mu}\) defined by (3.3) and (3.5) will automatically belong to the odd subalgebra \(a^{m}\), in the sense specified by (2.23), ie. we shall have
\[
\begin{equation*}
\mathbb{H}^{-1} \cdot \mathscr{H}_{\mu}^{*} \cdot \mathbb{H}^{*}=G \int_{\mu} \tag{3.12}
\end{equation*}
\]
or equivalently in our condensed notation scheme
\[
\begin{equation*}
d_{\mu}^{+}=0 \tag{3.13}
\end{equation*}
\]

Differentiation of (3.12) leads to the deduction that the even part of the covariant derivative has the antisymmetric form
\[
\begin{equation*}
\left(D_{\mu} d_{\nu}\right)^{+}=\frac{1}{2} p^{-1}\left[g_{\nu}, G{ }_{\mu}\right] \tag{3.14}
\end{equation*}
\]
and hence that its contraction must vanish, i.e.
\[
\begin{equation*}
\left(D_{\mu} g^{\mu}\right)^{+}=0 \tag{3.15}
\end{equation*}
\]
thereby establishing the important conclusion that the covariant divergence \(D_{\mu} \mathscr{g}^{\mu}\) of the current matrix will also automatically belong to the odd subalgebra \(a^{-}\).

\section*{4. Field Equations}

We are now in a position to obtain the field equations that are specified by the Lagrangian (3.1), which takes the explicit form
\[
\begin{equation*}
L=-\frac{1}{4 \rho} g^{\mu \nu} \operatorname{tr}\left\{\oiint^{-1} \cdot\left(D_{\mu} \oiint_{0}\right) \cdot \mathbb{H}^{-1} \cdot D_{\nu} \mathbb{H}^{\circ}\right\} \tag{4.1}
\end{equation*}
\]

Variation of all the quantities involved gives
\[
\begin{align*}
& d L=\frac{1}{2}\left(T^{\mu \nu}-L g^{\mu \nu}\right) d g_{\mu \nu}+\operatorname{tr}\left\{g^{\mu} \cdot d A_{\mu}\right\} \\
& +\frac{1}{2} t_{r}\left\{\left(D_{\mu} \phi\right) \cdot \mathscr{A}^{-1} \cdot d \&\right\} \\
& -\nabla_{\mu} \operatorname{tr}\left\{\frac{1}{2} \mathscr{D}^{\mu} \cdot \oiint^{-1} \cdot d \Phi\right\} \tag{4.2}
\end{align*}
\]

The variation of the gauge field and the metric has been included here in order that the corresponding current and effective energy momentum tensor may be read out. It can be checked that the current matrix \(\oiint^{\mu}\) appearing in (4.2) does in fact agree precisely with our previous expression (3.3), while the effective energy momentum tensor takes the form
\[
\begin{equation*}
T^{\mu \nu}=\frac{1}{2 p} t_{r}\left\{G g^{\mu} \cdot g^{\nu}-\frac{1}{2} g^{\mu \nu} g \mathcal{S}_{p}\right\} \tag{4.3}
\end{equation*}
\]

The variational field equations will be specified by the requirement that one should have
\[
\begin{equation*}
\operatorname{tr}\left\{\left(D_{\mu} g^{\mu}\right) \cdot \phi^{-1} \cdot d \dot{\phi}\right\}=0 \tag{4.4}
\end{equation*}
\]
for all allowed variations of the field quantities \(\mathbb{D}\). If the matrix components of \(\phi\) were unconstrained, we should immediately obtain the requirement that the field equations should have the form
\[
\begin{equation*}
D_{\mu} g^{\mu}=0 \tag{4.5}
\end{equation*}
\]
as a consequence of the evident non degeneracy of the trace metric (2.10). However more care is needed in the case under consideration here, for which the field variables are supposed to be constrained by the requirement that \(\# \boldsymbol{\#}\) should lie on a single trajectory (characterized by the hermiticity property (2.5)) of the adjoint group action (2.3). Under these conditions the matrix \(d \boldsymbol{d}\) is no longer arbitrary, being restricted to have the form (2.27), but we can nevertheless use the fact that the product \(\mathbb{B}^{-1} \cdot d \mathbb{\&}\) will be an arbitrary member of the odd subalgebra \(C^{-}\)as characterized by (2.9) and (2.24). Since we have seen in the previous section that the covariant current divergence \(D_{\mu} \oint^{\mu}\) will also belong automatically to this same odd subalgebra \(d^{-}\)(by (3.15)), we get back to a set of field equations having the same form (4.5) as in the unconstrained case, provided that the restriction of the trace metric (2.10) to the subalgebra \(Q^{-}\)is known to be non-degenerate, a requirement that can easily be seen to be satisfied in the standard cases for which the conserved form 7 characterizing the group is herm tan in the complex case or symmetric or antisymmetric in the real case, corresponding to groups of (pseudo) unitary complex matrices or of pseudo (orthogonal) or symplectic real matrices.

An alternative way to derive (4.5) is to work out the Noether identity arising from the invariance of \(L\) under a (globally uniform) group action of the form (2.4), which (subject to (3.12)) leads directly to current divergence condition of the form
\[
\begin{equation*}
\nabla_{\mu} g^{\mu}=\left[g^{\mu}, A_{\mu}\right] \tag{4.6}
\end{equation*}
\]
which is evidently equivalent to (4.5). The analogous divergence condition on the effective energy momentum tensor that is obtained from the Noether identity arising from the general covariance of the expression (4.1) can be seen to take the form
\[
\begin{equation*}
\nabla_{\mu} T_{\nu}^{\mu}=\operatorname{tr}\left\{g^{\mu} \cdot \Pi_{\mu \nu}\right\} \tag{4.7}
\end{equation*}
\]

Exactly divergence free current components and energy momentum tensor could be obtained by adding on appropriate contributions arising purely from the gauge field in the case when the latter obeys dynamic equations of Yang Mills type in the sense that it is obtained from a total Lagrangian scalar \(L_{T}\) the form
\[
\begin{equation*}
L_{T}=I_{F} \tag{4.8}
\end{equation*}
\]
where
\[
\begin{equation*}
L_{F}=\frac{1}{8 \pi g^{2}}\left\langle\mathbb{F}_{\mu \nu,} \mathbb{F}^{\mu \nu}\right\rangle \tag{4.9}
\end{equation*}
\]
for some coupling constant \(g\). The analogue of (4.2) for the Yang-Mills contribution to the total Lagrangian is
\[
\begin{align*}
d L_{F}= & \frac{1}{2}\left(T_{F}^{\mu \nu}-L_{F} g^{\mu \nu}\right) d g_{\mu \nu}+\operatorname{tr}\left\{g_{F}^{\mu} \cdot d A_{\mu}\right\} \\
& -\nabla_{\mu} \operatorname{tr}\left\{\frac{1}{4 \pi g^{2}} \mathbb{F}^{\mu \nu} \cdot d A_{\nu}\right\} \tag{4.10}
\end{align*}
\]
where the pure Yang-Mills contribution to the total current
\[
\begin{equation*}
\mathscr{G}_{T}^{\mu}=\mathscr{G}^{\mu}+\mathscr{J}_{F}^{\mu} \tag{4.11}
\end{equation*}
\]
has the form
\[
\begin{equation*}
g_{F}^{\mu}=\frac{1}{4 \pi g^{2}} D_{\mu} \mathbb{F}^{\nu \mu} \tag{4.12}
\end{equation*}
\]
and the pure Yang-Mills contribution to the total effective energy momentum
\[
\begin{equation*}
T_{T}^{\mu}=T_{\nu}^{\mu}+T_{F}^{\mu} \tag{4.13}
\end{equation*}
\]
has the form
\[
T_{F v}^{\mu}=\frac{1}{4 \pi g^{2}} \operatorname{tr}\left\{\mathbb{F}^{\mu} \rho_{v} \mathbb{F}_{v p}-\frac{1}{4} \mathbb{F}^{\rho \sigma} \cdot \mathbb{F}_{p_{\sigma}} g^{\mu} v\right\}_{(4.14)}
\]

Conservation of the total current is trivial since the Yang-Mills field equations evidently reduce to the requirement that it be zero, ie.
\[
\begin{equation*}
G_{T}=0 \tag{4.15}
\end{equation*}
\]
which is equivalent to the generalized Maxwell source equation
\[
\begin{equation*}
D_{\nu} \mathbb{F}^{\mu \nu}=4 \pi g^{2} g^{\mu} \tag{4.16}
\end{equation*}
\]
for which the field equation (4.5) for \(\mathbb{\$}\) is an integrability condition. On the other hand the Noether identity expressing the conservation of the total effective energy momentum tensor has the non-trivial form
\[
\begin{equation*}
\nabla_{\mu} T_{T}^{\mu \nu}=0 \tag{4.17}
\end{equation*}
\]

\section*{5. Generalized Mazur Identity}

Our purpose in this final section is to show that the gauge coupled
\(\sigma\)-model set up in the previous sections satisfies a natural generalization of the identity previously constructed by Mazur in the absence of a gauge field for the purpose of proving uniqueness of solutions to wide classes of boundary condition problem subject to appropriate signature conditions.

The situation we wish to consider here is one in which we have two solutions \(\mathbb{\Phi}_{[0]}\) and \(\oiint_{[1]}\) say of the field equations (4.5) as defined with respect to the same background gauge field \(\mathbb{A}_{\mu}\). Our purpose is to study a deviation matrix \(\Delta\) (with components \(\Delta_{\dot{a}} \dot{b}^{\text {}}\), defined by
\[
\begin{equation*}
\oiint_{[0]} \cdot \oiint_{[n]}^{-1}=1+\Delta \tag{5.1}
\end{equation*}
\]
so that has the property of vanishing if and only if the two solutions \(\mathbb{D}_{[0]}\) and \(\mathbb{D}_{[1]}\) coincide.

The specification (3.5) of the covariant differentiation operation on \(\#\) can be seen to determine a corresponding operation on specified by
\[
\begin{equation*}
D_{\mu} \Delta=\partial_{\mu} \Delta-\left[A_{\mu}^{*}, \Delta\right] \tag{5.2}
\end{equation*}
\]

It is convenient to introduce an abreviated notation in which a bulls eye denotes the difference between any functional of \(\mathbb{P}_{[1]}\) and the analogous functional of \(\mathbb{\$}\), the functionals themselves being distinguished by the corresponding suffices, so that in particular for the current matrix functional we shall write
\[
\begin{equation*}
\mathbb{I}^{\mu \odot}=\mathscr{S}_{[n]}^{\mu}-\mathscr{S}_{[0]}^{\mu} \tag{5.3}
\end{equation*}
\]

In terms of this notation scheme, the covariant derivative (5.2) of \(\Delta\) can be expressed by
\[
\begin{equation*}
\rho D_{\mu} \Delta=\mathbb{P}_{[1]} \cdot \mathscr{S}_{\mu}^{\odot} \cdot \mathscr{S}_{[0]}^{-1} \tag{5.4}
\end{equation*}
\]

Following lines suggested by the work of Mazer in the absence of the gauge field, we now take the gauge covariant divergence of (5.4), which leads to the identity
\[
\begin{gather*}
D_{\mu}\left(\rho D^{\mu} \mathbb{A}=\right. \\
\mathbb{H}_{[i]} \cdot\left\{\left(D_{\mu} \mathscr{S}^{\mu}\right)^{0}+\rho^{-1}\left(\mathscr{G}_{[i]}^{\mu} \mathscr{G}_{\mu}^{\theta}-\mathscr{S}_{\mu}^{0} \mathscr{S}_{[0]}^{\mu}\right)\right\} \cdot \mathscr{H}_{[0]}^{-1} \tag{5.5}
\end{gather*}
\]

When one takes the trace of this, the fact that the trace of a commutator must vanish causes the gauge covariant derivative on the left hand side to reduce to ordinary covariant derivatives. Thus using the abreviation
\[
\Delta=\operatorname{tr}\{\Delta\}
\]
for the (evidently gauge covariant) trace of the deviation matrix, we obtain the required basic identity in the form
\[
\begin{align*}
\nabla^{\mu} & \left\{\rho \partial_{\mu} \Delta\right\}-\operatorname{tr}\left\{\mathbb{B}_{[1]} \cdot\left(D_{\mu} G^{\mu}\right)^{\circ} \cdot \mathbb{B}_{[0]}^{-1}\right\} \\
& =\rho^{-1}\left\|\mathscr{S}_{0}\right\|^{2} \tag{5.7}
\end{align*}
\]
where we introduce a field dependent norm defined by
\[
\begin{equation*}
\left\|\oiint_{0}\right\|^{2}=g^{\mu \nu} t_{r}\left\{g_{\mu}^{*} \cdot \mathbb{H}_{[1]} \cdot \oiint_{\nu}^{0} \cdot \mathbb{H}_{[0]}^{-1}\right\} \tag{5.8}
\end{equation*}
\]
and where use has been made of the oddness properties (3.13) and (3.15) that result from the hermiticity requirement (2.5). The basic identity (5.7) has the property that the left hand side reduces to a pure divergence when the field equations (4.5) one satisfied, since the vanishing of the gauge covariant current associated with the separate solutions evidently implies the vanishing of their difference, ie.
\[
\begin{equation*}
\left(D_{\mu} G^{\mu}\right)^{0}=0 \tag{5.9}
\end{equation*}
\]

Such an identity can be used to establish a rather wide class of uniqueness theorems for cases in which the base metric \(g_{\mu \nu}\) and the field matrix \(\$\) have a well defined positive (or negative) definite character, ie.
\[
\begin{equation*}
\xi^{\mu} \neq 0 \Rightarrow \xi^{\mu} g_{\mu \nu} \xi^{v}>0 \tag{5.10}
\end{equation*}
\]
and
\[
\begin{equation*}
u^{a} \neq 0 \quad \Rightarrow \quad \bar{u}^{\dot{a}} \Phi_{\dot{a} b} u^{b}>0 \tag{5.11}
\end{equation*}
\]
the latter property being evidently invariant under transformations of the form (2.3). Such a situation arises for coset spaces \(\mathcal{H} / \mathbb{H}\) in which the isotropy subgroup \(\mathcal{H}\) is the intersection of \(\mathcal{G}\) with a strictly unitary group (in the complex case) or a strictly orthogonal group in the real case. Thus in the complex case, for hermitian \(\eta\) with \(\mathcal{G}\) of the form \(S U(p, q)\) it would be necessary that \(\mathcal{H}\) should have the form \(S(U(p) \times U(q))\). In the real case, for symmetric \(\eta\) with \(\mathcal{g}\) of the form \(S O(p, q)\) it would be necessary that \(f \&\) should have the form \(S(O(p) \times O(q))\), while for antisymmetric (in an even number of dimensions in order to be non-degenerate) with \(\mathcal{G}\) of the form \(\mathrm{Sp}(2 q)\) it would be necessary to have \(\mathcal{H}\) of the form \(\bigcirc 5 p(2 q)\).

Since a tensor product of positive definite bilinear or sesquilinear forms (in the present instance the tensor with components
\(g_{\mu \nu} \Phi_{[1] \dot{a} b} \Phi_{[0]}^{-1} \dot{c} \dot{d}\) ) is always itself a positive definite form for the tensor product of the corresponding vector spaces (which in the present instance contains the current matrix with components \(\mathscr{G}_{\nu}^{b}{ }_{c}\), one sees that the positivity properties (5.10) and (5.11) imply the corresponding positivity property
\[
\begin{equation*}
\mathscr{S}^{\mu \cdot} \neq 0 \Rightarrow\left\|\mathscr{S}^{0}\right\|^{2}>0 \tag{5.12}
\end{equation*}
\]

This property enables one to establish uniqueness theorems for a large class of problems in which \(\$\) is defined over a base space domain \(\sum\) say subject to any boundary conditions, on a finite or asymptotic surface \(S\) bounding \(\Sigma\), that are sufficiently stringent to ensure that one has
\[
\begin{equation*}
\oint_{S} \rho\left(\nabla^{\mu} \Delta\right) d S_{\mu} \rightarrow 0 \tag{5.13}
\end{equation*}
\]
where \(d S_{\mu}\) is the metric normal surface element. Under these circumstances application of Green's theorem to (5.7) gives
\[
\begin{equation*}
\int_{\Sigma} \rho^{-1}\|g\|^{\circ} d \Sigma=0 \tag{5.14}
\end{equation*}
\]
where \(d \Sigma\) is the metric surface element on the base space. When the conditions (5.10) and (5.11) are satisfied, we can apply (5.12) to (5.14) so as to obtain the conclusion that we must have
\[
\begin{equation*}
\mathscr{G}_{\mu}^{0}=0 \tag{5.15}
\end{equation*}
\]
throughout the domain \(\sum\). By (5.4) and (5.2) this latter result can be seen to be equivalent to the conclusion that the devi ation matrix \(\Delta\) must satisfy
\[
\begin{equation*}
\partial_{\mu} \Delta=\left[\mathbb{A}_{\mu}^{*}, \Delta\right] \tag{5.16}
\end{equation*}
\]
throughout the domain \(\sum\). Hence if the boundary conditions are sufficiently strong to fix the limiting value of uniquely (so that \(\Delta\) tends to zero there) even at a single point, then we can conclude from the homogeneity of (5.16) that \(\Delta\) must vanish everywhere in \(\Sigma\) which by (5.1) establishes the required unicity theorem to the effect that
\[
\begin{equation*}
\oiint_{[1]}=\oiint_{[0]} \tag{5.17}
\end{equation*}
\]
everywhere.

We can in fact establish such a result for an even more general class of boundary conditions in cases when is hermitian or real symmetric, so that \(\mathcal{G}\) is a pseudo-unitary or pseudo-orthogonal group of type \(S U(p, q)\) or \(S O(p, q)\), since in these cases it can easily be checked (e.g. by working in a system such that \(\eta\) and \(\mathbb{W}_{[0]}\) are simultaneously diagonal) that the trace of the deviation matrix itself has the positivity property


Under these circumstances by multiplication of (5.7) by \(\Delta^{\gamma}\) where
\(\gamma\) is an arbitrary positive index, and using (5.9), we obtain a more general divergence relation of the form
\[
\begin{align*}
& \nabla^{\mu}\left\{\rho \Delta^{\gamma} \partial_{\mu} \Delta\right\} \\
& =\rho^{-1} \Delta^{\gamma-1}\left\{\Delta\|g\|^{\odot} \|^{2}+\gamma \rho^{2} g^{\mu \nu}\left(\partial_{\mu} \Delta\right) \partial_{\nu} \Delta\right\} \tag{5.19}
\end{align*}
\]
in which both terms in the bracket on the right will still be nonnegative. It follows that even if the boundary, requirement (5.13) is weakened to the more general form
\[
\begin{equation*}
\oint_{S} \rho \Delta^{\gamma}\left(\nabla^{\mu} \Delta\right) d S_{\mu} \rightarrow 0 \tag{5.20}
\end{equation*}
\]
for any fixed index satisfying
\[
\begin{equation*}
\gamma \geqslant 0 \tag{5.21}
\end{equation*}
\]
then we shall still obtain the conclusion that (5.15) must hold throughout in order to avoid the first term in the bracket on the right hand side of (5.19) becoming strictly positive. The obvious condition
\[
\begin{equation*}
\partial_{\mu} \Delta=0 \tag{5.22}
\end{equation*}
\]
ensuring that the other non-negative term in the bracket should vanish, does not represent an independent restriction but is obtained automatically by taking the trace of the consequence (5.16) of (5.15). Once (5.22) has been obtained in this way it is evident from (5.18) that it can be used directly to establish the unicity property (5.17) whenever the boundary conditions fix the limit of \(\mathbb{\mathbb { B }}\) at least at some point.
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\section*{1. Introduction}

The study of magnetic monopoles exemplifies the new interaction between high energy physics and mathematics. On one hand the discovery of such monopoles would allow deep insights into the basic structure of matter and the early history of our universe. On the other hand, a limiting form of the equations describing the monopoles turns out to be completely integrable, and now is an important member of the slowly increasing set of completely integrable non-linear differential equations, which are much studied by mathematicians both for their intrinsic interest and as a tool in topology and algebraic geometry.

The Maxwell equations in free space are symmetric under interchange of electric and magnetic fields. In matter this symmetry is destroyed, as only the electric field has sources, namely electrically charged matter. Of course it was tempting to introduce magnetic charge into the equations to restore the symmetry, and to look for such charges in exotic places like moon rocks, so far without success. For static charges one obtains
\[
\begin{equation*}
B=-\partial \varphi_{m}, \tag{1}
\end{equation*}
\]
where \(B\) is the magnetic field, and \(\varphi_{m}\) the magnetic potential, which is related to the magnetic charge density \(\rho_{m}\) by
\[
\begin{equation*}
-\partial^{2} \varphi_{m}=4 \pi \rho_{m} \tag{2}
\end{equation*}
\]

For classical fields this is perfectly consistent.
However, quantization requires a Lagrange formalism, in which the electromagnetic field is the curvature of \(a(1)\) connection, the electro-
magnetic potential. One component of the Bianchi identities for this curvature is
\[
\begin{equation*}
\partial_{i} B^{i}=0, \tag{3}
\end{equation*}
\]
which states that the magnetic field has no sources.
In 1931, Dirac found a way out. In modern terminology, he eliminated a point from space and considered connections on non-trivial U(1) bundles on \(R^{3}-p t\). These bundles are integer powers of the Hopf bundle. The integers correspond to the magnetic flux through a sphere around the singular point,
\[
\begin{equation*}
e \int B d S / \hbar=2 \pi n, n \in \mathbf{Z} \text {. } \tag{4}
\end{equation*}
\]

Thus one obtains Dirac's quantization condition
\[
\begin{equation*}
e g=\frac{1}{2} n \hbar \tag{5}
\end{equation*}
\]
for the electric charge \(e\) and the magnetic charge
\[
\begin{equation*}
g=\int B d S / 4 \pi . \tag{6}
\end{equation*}
\]

Note that this construction only works for the gauge group \(U(1)\), not for its non-compact covering. As the unitary representations of \(U(1)\) are labeled by the integers, the existence of magnetic charge implies the quantization of electric charge, a conclusion which also is reflected in eq. (5) .

The main disadvantage of Dirac's construction is the existence of singular points at the monopole centres, which leads to difficulties. In most of the present work on magnetic monopoles these singularities are regarded just as an idealization which hides the complex structure of the core of real monopoles.

Today most high energy physicists believe that the electromagnetic gauge group \(U(1) \mathrm{em}\) is a subgroup of a simple or at least semisimple gauge group \(G\), under which the laws of nature are invariant. Such theories are called "grand unified" (GUT), as G should describe electromagnetic, weak, and strong interactions. Dirac's \(U(1)\) bundles on \(R^{3}\)-pt then can be replaced by \(G\) bundles over all of \(R^{3}\), which far from the monopole positions reduce to \(U(1)\) bundles, in the sense that the components of the connection which are orthogonal to the \(U(1)\) generator decrease exponentially with increasing distance from the monopole cores.

The fact that in most physical phenomena only a subgroup \(H\) of \(G\) is
manifest as symmetry group is explained by the lack of \(G\) symmetry of the physical vacuum, whose invariance group is H. From experiments we know
\[
\begin{equation*}
H=\left(U(1)_{e m} \otimes S U(3)_{c}\right) / Z_{3}, \tag{7}
\end{equation*}
\]
where \(S U(3)_{c}\) is the gauge group of the strong interactions. It is not inconceivable that \(H\) has further factors corresponding, to not yet discovered interactions.

Outside of the monopole cores the gauge fields should belong to a subgroup \(H_{m}\) of \(H\), which can be described as the holonomy group of a connection on a sphere around the monopole core. Dirac's monopoles would have \(H_{m}=U(1)\) em' but today one expects an \(H_{m}=U(1){ }_{m}\) which projects both to \(U(1)_{\mathrm{em}}\) and to a subgroup \(\mathrm{U}(1)_{\mathrm{C}}\) of \(\mathrm{SU}(3)_{\mathrm{C}}\). Such monopoles also would carry colour magnetic charge. At distances larger than 1 fm from the centre, the colour magnetic charge is expected to be screened by vacuum fluctuations, and the monopole should look like the one conceived by Dirac. However, here these quantum effects will not be discussed further.

The physical vacuum should not be described as empty space, but as containing condensed matter of some kind. The simplest description of such matter is by a scalar field \(\varphi(x)\), the Higgs field, though this just may be a rough description of a more complex situation. The possible values of \(\varphi(x)\) in the vacuum should lie in one orbit of \(G\), and the invariance group of such \(a \varphi(x)\) is conjugate to \(H \subset G\), such that the vacuum states correspond to the points of \(G / H\).

A two-sphere whose points lie in regions of approximate vacuum contains net charge of magnetic type, if the corresponding element of the homotopy group \(\pi_{2}(G / H)\) is non-trivial. For theories, in which \(U(1)\) em is contained in a semisimple GUT group G, the homotopy group \(\pi_{2}(G / H)\) always is non-trivial, and the possible existence of magnetic monopoles is a necessary consequence. However, GUT theories predict monopoles of very large mass, such that only in early stages of the big bang monopole production should have occurred. Unfortunately, not enough is known to predict the present monopole abundance.

In the same way as a non-trivial \(\pi_{2}(G / H)\) predicts point like defects in the physical vacuum, a non-trivial \(\pi_{1}(G / H)\) would yield string like defects, and a non-trivial \(\pi_{0}(G / H)\) would yield domain walls. The latter are excluded on observational grounds, but cosmic strings may have shaped the mass distribution in our universe.
2. Degrees of freedom

The simplest equation for magnetic monopoles arises, if one equates the magnetostatic potential \(\varphi_{m}\) in eq. (1) with the Higgs field. This is unrealistic, as the real Higgs field is expected to be massive and to yield short range interactions, in contrast to the electromagnetic field. Nevertheless, many interesting properties of magnetic monopoles survive in the limit of vanishing Higgs mass and self-interaction.

Like \(B\), also \(\varphi\) has to belong to the Lie algebra of \(G\), and for its derivation one has to use the covariant derivative
\[
\begin{equation*}
\partial_{i}=\partial_{i}+A_{i} \tag{8}
\end{equation*}
\]
such that eq. (1) is replaced by
\[
\begin{equation*}
B=-D \varphi . \tag{9}
\end{equation*}
\]

Outside the core this again yields eq. (1), up to exponentially decreaseing terms.

Eq. (9) is due to Bogomolny \({ }^{1)}\). As we want to obtain the solutions of finite energy, it must be supplemented by the condition
\[
\begin{equation*}
\int B^{2} d^{3} x<\infty \tag{10}
\end{equation*}
\]
where the invariant bilinear form in the Lie algebra of \(G\) is not written down explicitly. Eqs. (9-10) imply that far from the monopole core \(\varphi\) is a covariant constant. Moreover, due to the Bianchi identity the energy of the magnetic field can be written as a surface integral,
\[
\begin{equation*}
\int B^{2} d^{3} x=-\int B \varphi d S \tag{11}
\end{equation*}
\]
such that non-trivial solutions require a non-vanishing field \(\varphi\) at infinity. Thus \(\varphi\) indeed has the properties expected of a Higgs field.

Typical solutions of eq. (9) can be visualized as systems of several magnetic monopoles of the same charge in equilibrium. The magnetostatic repulsion of these monopoles is compensated exactly by the attraction due to the Higgs field. This effect does not occur for realistic monopoles, for which the Higgs attraction is of short range. Nevertheless, the monopoles of the limiting case described by eq. (9) share important properties with realistic ones, in particular their degrees of freedom.

Monopoles have a translational degree of freedom, i.e. a position. They also have an internal degree of freedom, which can be seen in the
following way: Consider well separated monopoles and a sphere around one of them. Cut out the interior of \(S\) and apply an infinitesimal gauge transformation to it. The new potential inside \(S\) is

If the covariant derivative of \(\alpha\) is sufficiently small on \(S\), the new potential can be fitted to the potential outside \(S\) after a small adjustment. The condition that \(\alpha\) is approximately a covariant constant on \(S\) implies that it commutes with the holonomy group \(H_{m}\). Conversely each generator of the centralizer \(C\left(H_{m}\right)\) of \(H_{m}\) yields a possible \(\alpha\). The procedure yields a physically distinct state, if a does not commute with the complete holonomy group inside S. According to eq. (9) one possible choice for \(\alpha\) is \(\varphi\). To complete the fit of the interior and the exterior of \(S\) after the transformation, each possible \(\alpha\) must commute with \(\varphi\), such that \(\varphi\) itself yields a \(U(1)\) subgroup of the internal symmetry group of the monopole. For eq. (9), \(\varphi\) is a generator of \(H_{m}\), such that the invariance of \(\varphi\) under action of \(\alpha\) need not be imposed separately.

An investigation into the solutions of eq. (9) gave the first hints that the internal degrees of freedom of monopoles are given by \(\left.C\left(M_{m}\right)^{2}\right)\). Before it was generally assumed that monopoles transform under all of H, like ordinary particles. Only recently it was recognized that a flobal action of H meets topological obstructions \({ }^{3,4)}\). Indeed, consider an \(H\) bundle with a global action of \(H_{e} \subset H\) on the fibres. This action can be used to fix the fibre coordinates globally up to an action of \(C\left(H_{e}\right)\), i.e. the holonomy group \(H_{m}\) must commute with \(H_{e}\).

In general one has
\[
\begin{align*}
& H \supset H_{e}^{\prime} \otimes H_{a} \otimes H_{m}^{\prime} \\
& H_{e}=H_{e}^{\prime} \otimes H_{a},  \tag{14}\\
& H_{m}=H_{m}^{\prime} \otimes H_{a}, \tag{15}
\end{align*}
\]
where \(H_{e}^{\prime}\) and \(H_{m}^{\prime}\) are non-abelian and \(H_{a}\) is abelian. For GUT monopoles one expects egg.
\[
\begin{equation*}
H_{a}=U(1), \otimes U(1)_{\mathrm{em}} \tag{16}
\end{equation*}
\]
and
\[
\begin{equation*}
H_{e}^{\prime}=S U(2)_{c} \tag{17}
\end{equation*}
\]

Excitations of the \(H_{e}\) degrees of freedom yield charges of electric type, i.e. the monopoles become dyons. The dyonic degree of freedom may be essential for the monopole phenomenology. I expect the monopoles ground state to have a \(U(1)_{c}\) charge, due to interactions with fermionic matter. Such dyons would be confined. Only bound states of two monopoles and a quark should exist as free particles. This might help to explain the scarcity of monopoles in our universe.

\section*{3. Complete integrability}

Now let us leave real physics and come back to the solution of eq. (9). Extending the space \(R^{3}\) to an \(R^{4}\) with standard euclidean metric and a dummy coordinate \(x^{0}\) and introducing the \(R^{4}\) connection
\[
\begin{equation*}
A=\varphi d x^{0}+A_{i} d x^{i} \tag{18}
\end{equation*}
\]
eq. (9) can be written as the self-duality equation
\[
\begin{equation*}
F=* F \tag{19}
\end{equation*}
\]
for the curvature
\[
\begin{equation*}
F=d A+A \wedge A . \tag{20}
\end{equation*}
\]

The components of \(F\) may be written as commutators of covariant deriveLives,
\[
\begin{equation*}
F_{\mu v}=\left[D_{\mu} D_{\nu}\right] . \tag{21}
\end{equation*}
\]

Eq. (19) has many special properties, which have been collected under the heading "complete integrability", though a unifying theory of completely integrable PREs (or even ODEs) does not yet exist. In particular, it can be written as compatibility condition for a pair of ordinary differential equations, i.e. a Lax pair.

For this purpose we use the quaternionic structure of \(R^{4}\) and the notation
\[
\begin{equation*}
x=x^{\mu} q \mu \tag{22}
\end{equation*}
\]
where the quaternions \(q_{\mu}\) are represented by \(2 \times 2\) matrices. Rotations of \(R^{4}\) then take the form
\[
\begin{equation*}
x^{\prime}=a \times b, \quad a, b \in \operatorname{SU}(2), \tag{23}
\end{equation*}
\]
which manifestly shows that \(R^{4}\) vectors transform as (1/2,1/2) representations of \(S O(4)=(S O(3) \times S O(3)) / Z_{2}\). Eq. (19) means that \(F\) forms a \((1,0)\) representation, whereas arbitrary antisymmetric tensors also have ( 0,1 ) components, which change sign under the Hodge duality operation *.

Writing
\[
\begin{equation*}
D=D_{\mu} q^{r} \tag{24}
\end{equation*}
\]
and introducing a new complex variable
\[
\begin{equation*}
\pi=\binom{\pi_{1}}{\pi_{2}} \in C P^{1} \tag{25}
\end{equation*}
\]
the Lax pair for eq. (19) is given by
\[
\begin{equation*}
(D \pi)_{A} \chi(x, \pi)=0, \quad A=1,2 \tag{26}
\end{equation*}
\]

The proof uses the unit antisymmetric \(2 \times 2\) matrix \(\varepsilon\), which is the charge conjugation matrix for the quaternions,
\[
\begin{equation*}
q_{\mu}^{*}=\varepsilon q_{\mu} \varepsilon^{-1} \tag{27}
\end{equation*}
\]
such that
\[
\begin{equation*}
\left(\pi q_{\nu}\right)^{T} \varepsilon q_{\mu} \pi=\pi^{T} \varepsilon q_{\nu}^{+} q_{\mu} \pi \tag{28}
\end{equation*}
\]

Moreover, \(q_{\mu}^{+} q_{\nu}-q_{\nu}^{+} q_{\mu}\) is anti-self-dual, due to the fact that according to eq. (23) the expression \(x^{+} y-y^{+} x\) transforms as ( 0,1 ) representation of \(\mathrm{SO}(4)\). The contraction of \((0,1)\) with \((1,0)\) representation vanishes, which completes the proof.

Eq. (26) is a local expression of self-duality. If tha latter is valid in a domain \(U<R^{4}\), it is compatible in UxCP \({ }^{1}\). Now let us introduce twistor coordinates by
\[
\begin{equation*}
\omega=x \pi \tag{29}
\end{equation*}
\]

Eq. (25) yields
\[
\begin{equation*}
\times \pi=\Omega, \tag{30}
\end{equation*}
\]
where
\[
\begin{equation*}
\Pi=\left(\pi,-\varepsilon \pi^{*}\right), \quad \Omega=\left(\omega,-\varepsilon \omega^{*}\right), \tag{31}
\end{equation*}
\]
such that \(x\) can be recovered from ( \(\pi, \omega\) ). If these twister coordinates vary over all of \(\mathrm{CP}^{3}\), the corresponding base space is \(\mathrm{S}^{4}\), which compactifies \(\mathrm{R}^{4}\). Otherwise one works within UxCP \({ }^{1} \subset C P^{3}\).

The projection of \(U X C P^{1}\) to \(C P^{1}\) lifts the connection \(A\) to a connection in UxCP \({ }^{1}\), with trivial components in \(C^{1}{ }^{1}\). In terms of the twister coordinates one finds
\[
\begin{align*}
& D_{\pi^{*}}=-\frac{1}{2}\left(\pi^{+} \pi\right)^{-1} x+D \pi+\partial_{\pi^{*}}  \tag{32}\\
& D_{\omega^{*}}=\frac{1}{2}\left(\pi^{+} \pi\right)^{-1} D \pi \tag{33}
\end{align*}
\]

Supplementing eq. (26) by the compatible equation
\[
\begin{equation*}
\partial_{\pi} * \gamma(x, \pi)=0 \tag{34}
\end{equation*}
\]
we see that \(x\) can be described as a holomorphic section of a bundle over a domain in twistor space. If one gauges \(A_{\pi} *\) and \(A_{\omega} *\) to zero, \(X\) becomes a holomorphic function of the twistor coordinates.

Now take two solutions \(x_{i}\) of eq. (26) which are holomorphic for \(\pi_{i}=0, i=1,2\) resp. If eq. (26) is formulated in the principal bundle, such that the \(x\) are group elements, one obtains
\[
\begin{equation*}
\partial_{\pi^{*}} h=\partial_{\omega^{*}} h=0 \tag{35}
\end{equation*}
\]
where
\[
\begin{equation*}
h=x_{1}^{-1} x_{2} \tag{36}
\end{equation*}
\]
can be interpreted as transition function in the holomorphic bundle over UxCP \({ }^{1}\). As the splitting of \(h\) into \(x_{1}, x_{2}\) is unique up to a function which only depends on \(x\), one can recover from \(h(\pi, \omega)\) the \(x_{i}\) and by eq. (26) the connection \(A\) up to a gauge transformation. This construction is due to Ward \({ }^{5)}\).

If one chooses \(h\) arbitrarily, the corresponding solutions of the self-duality equation will have unwanted singularities and belong to connections of the complexified gauge group \(G_{c}\) instead of the compact \(G\). Several procedures have been tried to restrict the form of \(h\) to the one which yields monopoles solving eqs. (9-10). One may start with a given
solution of eq. (26) and act on it with a Kac-Moody group. This procedure has been developed independently by physicists \({ }^{6,7}\) ) and, in the context of the mKdV hierarchy, by mathematicians \({ }^{8}\) ). Another possibility is the choice of a suitable ansatz for \(h\), which has been applied successfully in different guises \({ }^{9,10 \text { ). }}\)

If one wants to implement condition (10) from the start, it is advantageous not to work with \(D\) but with its quaternionic adjoint \(D^{+}\). The Dirac-Weyl equation
\[
\begin{equation*}
D^{+} \psi(x)=0 \tag{37}
\end{equation*}
\]
for connections of the desired type has square integrable solutions, and these are the ones we shall use. As the potential A does not change if \(x^{\circ}\) is translated, we may look for solutions of the form
\[
\begin{equation*}
\psi(x)=\exp \left(i x^{0} z\right) \psi\left(x^{i}\right) \tag{38}
\end{equation*}
\]

For a given \(z\) let \(\Psi(z)\) be a vector whose components form a complete set of orthonormal solutions of eq. (37). Now consider a connection \(T\) in a new \(R^{4}\) dual to the original one,
\[
\begin{equation*}
T=T_{0}(z) d z+T_{k}(z) d p^{k} \tag{39}
\end{equation*}
\]
where
\[
\begin{equation*}
T_{0}(z)=\int \Psi^{+} \frac{\partial}{\partial z} \Psi d^{3} x \tag{40}
\end{equation*}
\]
and
\[
\begin{equation*}
T_{k}(z)=-i \int \Psi^{+} x^{k} \psi d d^{3} x \tag{41}
\end{equation*}
\]

Using the projector
\[
\begin{equation*}
\Psi \Psi+1-D\left(D^{+} D\right)^{-1} D^{+} \tag{42}
\end{equation*}
\]
and the fact that the self-duality implies
\[
\begin{equation*}
D^{+} D=D^{2} \tag{43}
\end{equation*}
\]
 self-dual, ie.
\[
\begin{equation*}
\frac{d T_{i}}{d z}+\left[T_{0} T_{i}\right]=\varepsilon_{i j k} T_{j} T_{k} . \tag{44}
\end{equation*}
\]

The matrix \(\mathrm{T}^{\circ}\) may be gauged to zero.
From orthonormalized solutions \(v(x, z)\) of the dual Dirac-Weyl equation
\[
\begin{equation*}
D_{T}^{+} v=0 \tag{45}
\end{equation*}
\]
one may recover the original connection A by
\[
\begin{align*}
& A_{k}=\int v^{+} \partial_{k} v d z  \tag{46}\\
& \varphi=-i \int v^{+} z v d z \tag{47}
\end{align*}
\]

Explicit calculations are easier than it may seem. The \(z\) integrations in eqs. (46-47) can be carried out algebraically \({ }^{13)}\) and the solution of eq. (45) may be reduced to some algebra and an ordinary integration \({ }^{14)}\). Most importantly, the non-linear ODE (44) is exactly integrable in terms of Riemannian theta functions, as it can be transformed to a linear flow on the Jacobian of an algebraic curve \({ }^{15)}\).

To prove these results, one uses the fact that due to its selfduality the connection \(T\) satisfies the compatibility condition for the Lax pair
\[
\begin{equation*}
\left(D_{T} \pi\right) f(p, z, \pi)=0 . \tag{48}
\end{equation*}
\]

Using solutions of this equation, one can find the transition matrix \(\mathrm{h}_{\mathrm{T}}\) for the holomorphic bundle associated to \(T\), namely \({ }^{16)}\)
\[
\begin{equation*}
h_{T}(\pi, \omega)=\exp \left(\frac{1}{2 \pi_{1} \pi_{2}}\left(\pi^{T} \varepsilon q_{k} \pi\right) T^{k}\left(z_{0}\right)\left(2 z_{0}-\omega_{1} / n_{1}-\omega_{2} / n_{2}\right)\right) . \tag{49}
\end{equation*}
\]

Different choices of \(z_{o}\) yield equivalent transition matrices.
On the other hand, one may look for solutions of the form
\[
\begin{equation*}
f(p, 2, \pi)=\exp \left(i p_{k} x^{k}\right) f(z, \pi) \tag{50}
\end{equation*}
\]

Then eq. (48) yields the linear algebraic equation
\[
\begin{equation*}
y_{k}\left(T^{k}+i x^{k}\right) f=0 \tag{51}
\end{equation*}
\]
where
\[
\begin{equation*}
y_{k}=\pi^{T} \varepsilon q_{k} \pi \tag{52}
\end{equation*}
\]

Eq. (51) can be solved, if
\[
\begin{equation*}
\operatorname{det}\left(y_{k} T^{k}(z)+i y_{k} x^{k}\right)=0 \text {. } \tag{53}
\end{equation*}
\]

Due to the self-duality of \(F_{T}\), the determinant does not depend on \(z\).
Eq. (53) yields an algebraic curve in the complex space with projective coordinates \(\pi\) and
\[
\begin{equation*}
y=i y_{k} x^{k} \tag{54}
\end{equation*}
\]

Eq. (51) yields a z-dependent line bundle on this curve, ie. a flow in its Jacobian. From the construction it somehow should be obvious that this flow is linear, but \(I\) don't know an easy proof.

The space with coordinates \((\pi, n)\) is obtained from twistor space by the projection
\[
\begin{equation*}
(\pi, \omega) \rightarrow\left(\pi, i \pi^{\top} \varepsilon \omega\right)=(\pi, \eta) \tag{55}
\end{equation*}
\]

It can be interpreted as the space of oriented lines in \(R^{3}\), given by a direction
\[
\begin{equation*}
u^{k}=-i\left(\pi^{+} \pi\right)^{-1} \pi^{+} q^{k} \pi \tag{56}
\end{equation*}
\]
and a point \(x\) mod \(u\). Note that \(u\) and \(y\) determine each other by the equation
\[
\begin{equation*}
\stackrel{\rightharpoonup}{u} \times \stackrel{\rightharpoonup}{y}=\dot{\rightharpoonup} \tag{57}
\end{equation*}
\]

From eq. (48) one obtains the ODE
\[
\begin{equation*}
\left(u^{k} D_{k}+z-i \varphi\right) f=0 \tag{58}
\end{equation*}
\]

Thus the holomorphic bundle on twistor space can be reinterpreted as a holomorphic bundle on the space of lines in \(\mathrm{R}^{3}\), a construction due to Hitchin \({ }^{17 \text { ). He introduced the spectral curve of the monopole as the set }}\) of lines for which eq. (57) has a square integrable solution. It turns out that this curve is identical to the one given by eq. (53). Actually this has been proved only for the case where there is a single spectral
curve, in particular for \(G=S U(2)\). In general eq. (44), is valid apart from some points on the \(z\) axis and yields a finite number of spectral curves. In this case the situation is less clear, though partial results have been obtained \({ }^{18)}\).

The set of lines which constitute the spectral curve has an envelop in \(R^{3}\) which is the real section of a possibly reducible curve in \(c^{3}\). This envelop consists of isolated points and closed curves. It has a direct physical significance: In a suitable gauge the figs field has the form
\[
\begin{equation*}
\varphi(x)=\varphi_{a l g}(x)+O(\exp (-c|x|)) \tag{59}
\end{equation*}
\]
where \(\varphi_{a l g}\) is an algebraic function of \(x\). Now the envelop is just the locus of singularities of \(\varphi_{\text {alg. If }}\). If continues \(\varphi_{\text {alg }}\) around the closed curves of the envelop, it becomes multivalued. The reason is the following: \(\varphi\) alg is constructed by considering all oriented lines of the spectral curve through a given point and selecting just those which run towards the monopole positions. Far away from these, this selection is unique, but it cannot be maintained, when one meets the envelop. The envelop and its relationship to the algebraic part of the figs field has been studied both from the point of view presented here \({ }^{11 \text { ) }}\) and from Hitchin's approach \({ }^{19)}\).

Finally I would like to mention two results for \(G=S U(2)\). Donaldson has considered the moduli space for the corresponding monopoles \({ }^{20}\) ). It turned out to be the same as the space of rational functions of \(C P^{1}\). Rouhani has obtained the transition function \(h\) for the connection \(A\) in terms of \(T\) and \(v\), such that a closer comparison to other monopole constructions now may be possible \({ }^{21)}\).
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I give an overview on generating self-dual multimonopole solutions applying soliton theoretic methods, and point out other possible uses of these ideas.

1 - Introduction.

It seems that substantial progress in today's physics is more and more linked to the understanding of the nonlinearities of proposing yet another model of the world. There is no hope to understand the strong interactions in a nonperturbative way. Spontaneously broken gauge theories (SBGT) provide us with an attractive framework for the description of electroweak interactions and for the unification of strong and electroweak forces. SBGT's are perturbatively renormalizable however these theories also contain "topological excitations" (vortices, monopoles) at least at the classical level. In other words, there are topologically inequivalent sectors in the space of all classical configurations. Also in four Euclidean dimensions in pure gauge theories there are topologically nontrivial solutions (instantons) which give the vacuum a rich structure. It is of course an open question what is the role of classical solutions in the full quantum theory.
In Lhis talk i shall give an overview of the method our group in Budapest [Z. Horvath, L. Palla, P.F.] has developed to generate fully explicit solutions in SBGT in 3 dimensions corresponding to static multimonopoles (that is monopoles with magnetic charge greater than l). These solutions exist only under rather special circumstances. The Higgs field must be in the adjoint representation and there should be no Higgs potential. Although this last condition seems to be rather unphysical,
introducing supersymmetry which is motivated by the Montonen-olive conjecture, automatically forbids Higgs self-interaction terms. Up to now one can find only the solutions of the Bogomolny equations [l] although it was shown by Taubes [2] that static, finite energy nontrivial solutions exist which do not satisfy the first order Bogomolny eqs. The key to solve the Bogomolny eqs. is the existence of an associated linear system which can be succesfully tackled by a generalization of the "inverse scattering" method of Zakharov-Shabat and al. [3]. The full second order field equations also have an associated linear system but one has to go to 8 dim. to write it down and no explicit solutions were generated but it seems worthwhile to pursue further these ideas.

I think that understanding the mathematical structure of gauge in a deeper way it will prove relevant for the real world as well.

2 - Connection between monopoles and self-dual gauge fields.

We consider an \(S U(N)\) gauge theory with scalar fields in the adjoint representation in the limit of vanishing Higgs potential.
The Lagrangian density is
\[
\begin{equation*}
L=-\frac{1}{4} F_{\mu \nu}^{a} F^{a \mu \nu}-\frac{1}{2}\left(D_{,} \Phi\right)^{a}\left(D^{\mu} \Phi\right)^{a} \tag{1}
\end{equation*}
\]
where
\[
\begin{aligned}
F_{\mu \nu} a & =\partial_{\mu} A_{\nu}^{a}-\partial_{\nu} A_{\mu}^{a}-f a b c A_{\mu}^{b} A_{\nu}^{C} \\
\left(D_{\mu} \Phi a\right. & =\partial_{\mu} \Phi a-f a b c A_{\mu}^{b} \Phi
\end{aligned}
\]

The hamiltonian density for static configurations with no electric fields \(\left(A_{0}^{a}=0\right)\) is
\[
\begin{equation*}
H=\frac{1}{4} F_{1 j}^{a} F^{a i j}+\frac{1}{2}\left(D_{i} \phi\right)^{a}\left(D^{i} \phi\right)^{a} \tag{2}
\end{equation*}
\]
( \([\mathrm{i}, \mathrm{j}=1,2,3 ; a=1, \ldots \mathrm{~N}]\)
The field equaitons of this theory are solved by configurations satisfying the Bogomolny equations :
\[
\begin{equation*}
F_{i j}^{a}=-\varepsilon_{i j k}\left(D^{k} \Phi\right)^{a} \tag{3}
\end{equation*}
\]

The engergy, \(E\), can be written using the Bogomolny equations as
\[
\begin{equation*}
E=\int_{\mathbb{R}^{3}} \operatorname{Hd}^{3} x=\frac{1}{2} \int_{\mathbb{R}^{3}} \Delta|\phi|^{2} d^{3} x \tag{4}
\end{equation*}
\]
where
\[
|\phi|^{2}=\sum_{a=1}^{N} \Phi_{\Phi}^{a} \quad \text { and } \quad \Delta=\partial_{i} \partial^{i}
\]

The topological charge, \(n\), is given by
\[
\begin{equation*}
\mathrm{n}=\lim _{r \rightarrow \infty} \frac{l}{8 \pi V} \int_{r=\text { const. }} \mathrm{dsi}^{i} \partial_{i}|\phi|^{2} \tag{5}
\end{equation*}
\]

Since the asymptotic boundary condition \(\lim _{r \rightarrow \infty}|\phi|=v\) is imposed, for a configuration with topological charge \(n\) the large distance behaviour of \(|\phi|\) is
\[
\begin{equation*}
|\phi| \rightarrow v-\frac{n}{r}+0\left(\frac{1}{r} 2\right) \quad \text { as } r \rightarrow \infty \tag{6}
\end{equation*}
\]

One should keep in mind that (6) alone does not guarantee that the topological charge is indeed \(n\) due to the presence of possible singularities In the rest of this article I take the vacuum expectation value of the Higgs field, \(v=1\).
Let us consider now a pure \(\operatorname{SU}(\mathrm{N})\) gauge theory with Lagrangian
\[
L=-\frac{1}{4} \quad F_{\mu \nu}^{a} F^{a \mu \nu}
\]

The Euclidean space \(\left(\mathbb{R}^{4}\right)\) field equations are solved by self-dual (SD) configurations which satisfy
\[
F_{\mu \nu} a=* F_{\mu \nu} a=\frac{1}{2} \varepsilon \mu \nu \rho \sigma F^{a \rho \sigma}
\]

If all the gauge fields \(A_{\mu}^{a}\) are independent of one coordinate ("Euclidean time") the self-duality equations (SDE) reduce to
\[
F_{i j}^{a}=-\varepsilon_{i j k}\left(D_{k} A_{O}\right)^{a}
\]
where we recognize the Bogomolny equations (3) reinterpreting \(A_{O}^{a}\) as the Higgs field.
This formal connection between the SDE and the Bogomolny eqs. has extremely interesting and useful consequences. The spherically symmetric, charge, one monopole [4] has a so called instanton chain representation [5,6] that is a special multi-instanton configuration which exactly reproduces the monopole field in the limit when the number of instantons goes to infinity. (Clearly a finite energy configuration in \(\mathbb{R}^{3}\) has infinite action in \(\mathbb{R}^{4}\) ). This observation has a far reaching generalization, namely any monopole solution has such instanton-chain representation and moreover these chains can be explicitly constructed [7]. As the first step towards quantizations is to study the fluctuation spectrum around the classical solutions it is very important to note that the connection between the "static" Euclidean pure Yang-Mills fields and the monopole model (2) can be easily extended to the small oscillation problem [6]. Therefore using the results of instanton theory one can construct the solutions of the small oscillation problem around a multimonopole configuration if there exists a instanton-chain representation. In view of this remark the results of Chakrabarti [7, 8] seem especially important.

Let us now introduce the associated linear system to the SDE. Defining complex coordinates as \(: ~ y=x_{1}+i x_{2}, z=x_{3}+i x_{4}, \bar{y}=x_{1}-i x_{2}\), \(\bar{z}=x_{3}-i x_{4}\) the SDE take the form [9]
\[
\begin{aligned}
& F_{Y z}=F_{\bar{Y} \bar{z}}=0 \\
& F_{Y \bar{y}}=F_{z \bar{z}}=0
\end{aligned}
\]

The first two eqs. are solved by
\(A y=-D, Y D^{-1}, A \bar{Y}=D^{+-1} D^{+}, \bar{Y}\), etc
where \(\mathrm{D} \in \mathrm{SL}(\mathrm{N}, \mathbb{C})\). Introducing the gauge invariant quantity \(\dot{g}=D^{+} D\)
The last equation reduces to [10]
\[
\begin{equation*}
\left(g, y g^{-1}\right) \bar{y}+\left(g, z g^{-1}\right)_{\bar{z}}=0 \tag{8}
\end{equation*}
\]

It is easy to see that \(g\) is a hermitian matrix with unit determinant. The key observation is that eq. (8) is the compatibility condition for the following linear system [ll]
\[
\begin{align*}
& \left(\lambda \partial_{\bar{z}}+\partial_{y}\right) \psi=B_{Y} \psi  \tag{9}\\
& \left(-\lambda \partial_{\bar{y}}+\partial z \psi=B_{z} \psi\right.
\end{align*}
\]
where \(B_{y}=g, y g^{-1}, B_{z}=g, z g^{-1}, \psi=\psi(\lambda, y, \bar{y}, z, \bar{z})\) is an NxN matrix function for which we impose the boundary condition
\[
\psi(\lambda=0, y, \bar{y}, z, \bar{z})=g
\]

The parameter \(\lambda\) is the so called spectral parameter.

3 - A solution generating method for the SDE.

In what follows we show in detail haw can one construct solutions of the linear system (9) which enables us to generate the multimonopoles. We need the following input for our construction :
a) a known solution of (8) denoted by \(g_{0}\)
b) the corresponding solution of the linear system (9)
\[
\psi_{0}(\lambda) \text { satisfying } \psi_{0}(\lambda=0)=g_{0}
\]

Given a) \& b) we look for solutions of (9) in the following form
\[
\begin{equation*}
\psi(\lambda)=x(\lambda) \psi_{0}(\lambda) \tag{10}
\end{equation*}
\]
and the next crucial input is the following ansatz for \(x(\lambda)\) :
\[
\begin{equation*}
x(\lambda)=1+\sum_{k=1}^{n} \frac{\mathrm{Rk}}{\lambda-\mu_{k}} \tag{11}
\end{equation*}
\]
where \(R_{k}\) 's are NxN matrices independent of \(\lambda\). In other words \(X(\lambda)\) is a meromorphic function in the complex \(\lambda\) plane. Using (ll) as we shall see below the construction of the Rk matrices becomes completely algebraic. The equations for \(X(\lambda)\) are :
\[
\begin{array}{r}
\left(\lambda \partial \bar{z}+\partial_{y}\right) x \cdot \chi^{-1}+\chi B_{y}^{0} \chi^{-1}=B_{y}  \tag{12}\\
\left(-\lambda \partial \bar{y}+\partial_{z}\right) x \cdot \chi^{-1}+\chi B_{z}^{0} \chi^{-1}=B_{z}
\end{array}
\]

Here we introduced the obvious notation \(B_{z}{ }^{\circ}=g_{0, z} g_{o}{ }^{-1}, B_{y}{ }^{0}=g_{0, y} g_{0}{ }^{-1}\). From (ll) one can easily deduce that
\[
\begin{equation*}
\operatorname{Rk} x^{-1}(\mu)=0 \tag{13}
\end{equation*}
\]
and (13) implies
\[
\begin{align*}
& \left.R_{k}=n^{(k)}\right)_{o m}(k) ; x^{-1}\left(\mu_{k}\right)=q(k) \circ p(k) \\
& m(k) \cdot q^{(k)}=\sum_{a=1}^{2} m_{a}^{(k)} q_{a}^{(k)}=0 \tag{14}
\end{align*}
\]

In fact in (14) we assumed that the gauge group is \(\mathrm{SU}(2)\). The situation for \(\operatorname{SU}(N)\) is analogous but the formulae become rather messy. See [12] for details. The LHS of (12) would contain terms with second and first order poles at \(\lambda=\mu_{k}\) whereas the RHS of (l2) is analytic in \(\lambda\). Therefore the residua must vanish at the pole sites :
Absence of second order poles :
\[
\begin{array}{r}
\mu_{k} \partial_{\bar{Z}} \mu_{k}+\partial_{Y} \mu_{k}=0 \\
-\mu_{k} \partial_{\bar{Y}} \mu_{k}+\partial_{\mathbf{z}} \mu_{k}=0
\end{array}
\]

The general solution for the poles, \(\mu_{k}\), is given as
\[
\begin{equation*}
\mathrm{h}\left(\mu_{\mathrm{k}} \mathrm{y}-\overline{\mathrm{z}}, \quad \mu_{\mathrm{k}} \overline{\mathrm{z}}+\mathrm{y}, \quad \mu_{\mathrm{k}}\right)=0 \tag{15}
\end{equation*}
\]
where \(h\) is an arbitrary (nice) function.
Absence of first order poles :
\[
\begin{array}{r}
\left(\mu_{k} R_{k, \bar{z}}+R_{k}, Y\right) x^{-1}\left(\mu_{k}\right)+R_{k} B_{Y}^{\circ} \chi^{-1}\left(\mu_{k}\right)=0  \tag{16}\\
\left(-\mu_{k} R_{k, \bar{Y}}+R_{k, z}\right) x^{-1}\left(\mu_{k}\right)+R_{k} B_{z}^{\circ} x^{-1}\left(\mu_{k}\right)=0
\end{array}
\]

From eqs. (16) we obtain the vectors \(\mathrm{m}^{(k)}\) :
\[
m(k)=m_{a}(k)\left[\psi_{o}^{-l}\left(\mu_{k}\right)\right]_{b a}
\]
where \(M^{(k)}=M(k)\left(\mu_{k} y-\hat{z}, \mu_{k} \bar{z}+y, \mu_{k}\right)\) are otherwise arbitrary vectors. To complete the construction of the matrix \(R_{k}\) we have to determine the \(n(k)\) vectors. This can be achieved using the hermiticity of the matrix g. This hermiticity property ensures that our solutions will be in \(\mathrm{SU}(2)\) indeed. We impose the following condition :
\[
\begin{equation*}
g=x(\lambda) g_{0} \chi^{+}\left(-\frac{1}{\bar{\lambda}}\right) \tag{17}
\end{equation*}
\]
which guarantees the hermiticity of \(g\). As a consequence we see that if \(\chi(\lambda)\) has a pole at \(\lambda=\mu\) then \(\chi^{-1}(\lambda)\) has a pole at \(\lambda=-\frac{1}{\mu}\). The \(n(k)\) vectors are determined taking the residua at \(\lambda=-\frac{1}{\mu_{k}}\) of eq. (17), we get
\[
\mathrm{n}(k)=\sum_{\ell=1}{\frac{1}{\bar{\mu}_{\ell}}}_{\ell} g_{0} \overline{\mathrm{~m}}(\ell)\left(\Gamma^{-1}\right)_{\ell k}
\]
where the matrix \(\Gamma\) is defined as
\[
\begin{equation*}
(\Gamma)_{k_{\ell}}=\frac{d_{d, c}^{\sum m} m^{(k)}\left(g_{0}\right) d c^{m}\left({ }_{c}^{\ell}\right)}{l+\mu_{k} \bar{\mu}_{\ell}} \tag{18}
\end{equation*}
\]

This way we completed the construction of the \(R_{k}\) matrices and we have a new solution \(\psi(\lambda)\) of our linear system. The matrix \(g\) satisfying (8) can be written as :
\[
\begin{equation*}
g_{a b}=\left(g_{o}\right)_{a b}-\sum_{k, \ell} \frac{1}{\mu_{k} \bar{\mu}_{\ell}} \Gamma_{\ell k}^{-1} N_{a}^{\ell} N_{b}^{k} \tag{19}
\end{equation*}
\]
where \(N_{a}^{k}=m\left(\underset{b}{(k)}\left(g_{0}\right)_{b a}\right.\). There is still one problem, the determinant of \(g\) as in (19) is not unity.
Although to calculate detg is not entirely trivial here \(I\) just quote the result (for details see [12f) :
\[
\begin{equation*}
\operatorname{det} g=(-1)^{\mathrm{n}}\left({\underset{\mathrm{M}=1}{\mathrm{n}}}_{\mathrm{n}^{2}}^{\left|\mu_{\mathrm{k}}\right|^{2}}\right) \operatorname{det} g_{0} \tag{20}
\end{equation*}
\]

So defining the normalized \(g_{n}\) as
\[
\begin{equation*}
g_{\mathrm{n}}=\mathrm{g} \prod_{\mathrm{k}=1}^{\mathrm{n}}|\mu \mathrm{k}| \tag{21}
\end{equation*}
\]
it still satisfies (8) and det \(g_{n}=(-1)^{n}\) det \(g_{0}\). Therefore if we start with a \(g_{0}\) having det \(g_{0}=1\), after an even number of steps \(\operatorname{detg}_{\mathrm{n}}=1\) however after an odd number of steps \(\operatorname{detg}_{\mathrm{n}}=-1\) which is a problem. In this latter case one has to start with a seed solution \(g_{0}\) where \(\operatorname{detg}_{\mathrm{g}_{0}}=-1\). This corresponds in general to a complex solution. To generate the monopoles we start with a diagonal \(g_{0}\) and there it is sufficient to multiply \(g_{0}\) with a constant diagonal matrix to change the sign of detgo.
Now it is very easy to adopt the above results for generating solutions of the Bogomolny eqs, which in our notations look like as
\[
\begin{equation*}
\left(g, y g^{-1}\right)_{\bar{y}}+\left(g_{z} g^{-1}\right)_{z}=0 \tag{22}
\end{equation*}
\]
the associated linear system is
\[
\begin{align*}
& \left(\lambda \partial_{z}+\partial_{y}\right) \psi=g, y g^{-1} \psi  \tag{23}\\
& \left(-\lambda \partial_{y}+\partial_{z}\right) \psi=g, z g^{-1} \psi
\end{align*}
\]
where \(y=\frac{1}{2}\left(x_{1}+i x_{2}\right), z=x_{3}\)
The formulae for \(g\) are the same as in eqs \((19,21)\) only the characteristic variables and the poles change a bit :
The implicit equation defining the poles (15) becomes :
\[
\begin{equation*}
h(\gamma(\mu), \mu)=0 \tag{24}
\end{equation*}
\]
where
\[
\gamma(\mu)=Y_{\mu}-\frac{\bar{Y}}{\mu}-z
\]

Al so \(M^{k}=M^{k}\left(\gamma\left(\mu_{k}\right)\right.\), \(\left.\mu_{k}\right)\).
This completes the algebraic solution generating method of the SDE (Bogomolny eqs.). The only analytic work to be done is to solve (23) to get \(\psi_{0}(\lambda)\), which is not very difficult for simple seed solutions.

4 - Construction of monopole solutions.

I proceed now to show how to apply the formalism presented in section 3 in practice. First I generate the axially symmetric monopoles and then the general charge \(n\) solutions without any symmetry. The reduction of eqs. (22) \& (23) to axial symmetry is rather interesting. Then \(g=g(\rho, z)\left(x_{1}+i x_{2}=\rho e^{i \varphi}\right)\) and assuming that \(g\) is a real symmetric \(2 \times 2\) matrix eqs(22) reduce to the eqs. of an \(S L(2, \mathbb{R})\) sigma model (in 2 dim.) which are also equivalent to the Einstein eqs. describing stationary, axially symmetric space-times (in vacuum). These eqs. are known as the Ernst eqs. [13]. When we impose axial symmetry on the linear system (23) there is a subtlety ; namely \(\psi(\lambda)\) also depends on the polar angle in the following way :
\[
\psi(\lambda, \rho, z, \varphi)=\psi\left(\lambda e^{i \varphi}, \rho, z\right)
\]

Defining \(\widetilde{\lambda}=\lambda e^{i \varphi}\) we obtain from (23) the following linear eigenvalue problem :
\[
\begin{align*}
\tilde{\lambda} \psi_{r} z+\psi, \rho+\frac{\tilde{\lambda}}{\rho} \psi_{r \tilde{\lambda}} & =g, \rho g^{-1} \psi \\
-\tilde{\lambda} \psi, \rho+\frac{\tilde{\lambda}^{2}}{\rho} \psi, \tilde{\lambda}+\psi, z & =g, z g^{-1} \psi \tag{25}
\end{align*}
\]

It is easy to show that (25) is equivalent to the linear eigenvalue problem for the Ernst eq. "pulled out of a hat" by Belinski, Maison, Zakharov. [l4]. It is important to note that in the axially symmetric case the pole eqs. have a unique solution ( \(h\) is a completely determined function in this case) :
\[
\begin{equation*}
\mu=\frac{-w+z \pm \sqrt{(w-z)^{2}+\rho^{2}}}{2 y}=\frac{-w+z \pm R(w)}{\rho} e^{-i \varphi} \tag{26}
\end{equation*}
\]
where \(w\) is an arbitrary constant. As we shall see the value of these constants is completely fixed from imposing regularity on our solutions. This corresponds to the following choice of the function \(h(\gamma, \mu)\) in the pole eq. (24) :
\[
\begin{equation*}
h=\gamma(\mu)+w=0 \tag{27}
\end{equation*}
\]

To generate the charge one monopole we now have to specify the seed solution \(g_{o}\), then solve (23) to find \(\psi_{o}(\lambda)\). It is natural to choose a go describing a Higgs vacuum, that is \(|\phi|^{2}=1\) and \(F a j=0\). We made the following simple choice for \(g_{o}\) :
\[
\begin{equation*}
g_{0}=\operatorname{diag}\left(e^{z}, e^{-z}\right) \tag{28}
\end{equation*}
\]

However this choice for \(g_{0}\) is clearly not unique, that is there are other go's also corresponding to the Higgs vacuum but not all of them gives the same result for the new \(g_{n}\). It is easy to solve (23) for \(\psi_{o}(\lambda):\)
\[
\begin{equation*}
\psi_{0}(\lambda)=\operatorname{diag}\left(e^{z-} \lambda_{y}, e^{-z+\lambda_{y}}\right) \tag{29}
\end{equation*}
\]

We now apply one step to \(\psi_{0}\). As we remarked earlier an odd number of steps changes the sign of det \(g_{o}\), so we multiply \(g_{o}\) with \(C=d i a g(1,-1)\). It is easily verified that \(g\) as given in (20) depends only on the ratio \(M_{1}^{(k)} M_{2}^{(k)-1}\), therefore without loss of generality we can take
\[
\begin{equation*}
M_{\mathrm{a}}(k)=\left(\exp \left[-f_{k}(\gamma, \lambda)\right], \exp \left[f_{k}(\gamma, \lambda)\right]\right) \tag{30}
\end{equation*}
\]

In the axially symmetric case the \(f_{k}\) 's are just constants. If we make one step only \(\Gamma_{k \ell}\) is a lxl matrix which as calculated without any problem :
\[
\begin{equation*}
\Gamma=\Gamma_{1 l}=\frac{\rho^{2}}{z+R} \frac{\sinh (R-\alpha)}{R} \tag{31}
\end{equation*}
\]
where \(R=\sqrt{z^{2}+\rho^{2}}, \alpha=f+\bar{f}\). A necessary condition for the regularity of the solution is the regularity of \(\Gamma\) and the existence of \(\Gamma-1\). In (31) this implies \(\alpha=0\). From (20), (21) we obtain \(g_{n}\) :
\[
\begin{align*}
& g_{11}=\frac{e^{2}}{\rho}\left(z+R-\frac{R e^{R}}{\sinh R}\right) \\
& g_{22}=-\frac{e^{2}}{\rho}\left(z+R+\frac{R e^{R}}{\sinh R}\right)  \tag{32}\\
& g_{12}=g_{21}=\frac{R}{\sinh R}
\end{align*}
\]

One can immediatly verify for (32) that det \(g=1\).
Any hermitian \(2 x 2\) matrix with unit determinant can be parametrized as
\[
g=\frac{l}{f}\left(\begin{array}{cc}
1 & -\psi  \tag{33}\\
-\bar{\psi} & f^{2}+\psi \bar{\psi}
\end{array}\right)
\]

For \(g\) given by (32) we get
\[
\begin{equation*}
\mathrm{f}=\frac{\rho e^{-2}}{z-\mathrm{R} \operatorname{coth} \mathrm{R}} \quad \psi=\mathrm{f} \frac{\mathrm{R}}{\rho \sinh R} \tag{34}
\end{equation*}
\]

One can compute from (34) the components of the gauge potentials and verify that we indeed have the spherically symmetric, charge one monopole. I note here that Chadrabarti found a simpler form [7] for the charge one monopole, mainly because his seed solution is still spherically symmetric. Also, I would like to emphasize that the choice of \(g_{o}\) is crucial. For example choosing \(g_{0}=\operatorname{diag}\left(\rho^{k} e^{z},-\frac{1}{\rho^{k}} \quad e^{-z}\right.\) ) the resulting new \(g\) after one step is a singular solution, very different from the monopole although go also corresponds to the Higgs vacuum. It is also clear that the drawbacks of the method I presented are the following : One has to choose parameters to guarantee the regularity of the solution (in other words we generate local solutions) and it is very cumbersome to compute the gauge potentials from the matrix \(g\). When one is within axial symmetry, one gets around this last problem in two ways. Either one applies Bäcklund transformations or introduce the so called superpotentials [l5J from which it is relatively easy to get the length of the Higgs field \(|\phi|^{2}\) which virtually contains all the relevant information about the solution. I will say a few words about these later. In the general (non - symmetric) case only the present method works. Let us now proceed to construct the axially symmetric charge \(n\) monopole configurations. Using (29), (30) we get for \(\Gamma_{i j}\) :
\[
\begin{equation*}
\left.\Gamma_{i j}=\frac{1}{l+u_{i} \bar{u}_{j}}\left\{\exp \left\{-z-\left(f_{i}+\bar{f}_{j}\right)+\mu_{i} y^{+\bar{u}_{j}} \bar{y}^{\prime}\right\}+(-1)^{n_{\exp }\left\{z+f_{i}+\bar{f}_{j-\mu} i y-\bar{u}\right.}{ }_{j} \bar{y}\right\} \right\rvert\, \tag{35}
\end{equation*}
\]
where we multiplied \(g_{o}\) with \(C=\operatorname{diag}\left(1,(-1)^{n}\right)\). The poles, \(\mu_{k}\), satisfy
\[
\begin{equation*}
\stackrel{n}{\tilde{f}}\left(\gamma(\mu)-\widetilde{W}_{k}\right)=0 \tag{36}
\end{equation*}
\]
\(\mathrm{j}=1\)
Demanding regularity of \(|\phi|^{2}\) fixes the values of \(\widetilde{w}_{k} ' s\) and restrict the possible values of the constants \(f_{k}\) 's. The simplest choice for the fk 's is \(\mathrm{fk}=0, \mathrm{k}=1, \ldots \mathrm{n}\).
Then the \(\widetilde{w}_{k}\) 's are :
\[
\begin{equation*}
\widetilde{w_{k}}=i \pi \frac{n+1-2 k}{2} \quad l \leqq k \leqq n \tag{37}
\end{equation*}
\]

There are other allowed choices for the fk's, however they do not give any free parameter. This is not surprising as it was shown in [16] that axial symmetry strongly reduces the degrees of freedom for finite energy monopole solutions so the only possible configurations are "superimposed" monopoles at a single point. This means that the number of parameters for this case is five. ( 3 parameters for the location and 2 for the direction). Since we fixed the position of the monopoles at the origin and the symmetry axis is the \(z\) axis we expect not to have any free parameters. As it was shown in \([17,18]\) any \(n\)-monopole solution belongs to a \(4 n-1\) parameter class, so the next step in our program is to look for
these more general configurations. It is essential to find the correct poles.
The only guideline we have is the form of \(h(\gamma, \mu)\) in the axially symmetric case, (36). It is natural to take again for \(h(\gamma, \mu)\) a polinomial of degree \(n\) in \(\gamma\) and to restrict the degree of the equation for \(\mu\) to \(2 n\). Then the most general \(h\) can be written as
\(h(\gamma, \mu)=\sum_{\sum}^{n} a_{i}(\mu) \gamma^{i}\)
where \(\quad a_{i}(\mu)=\sum_{j=0}^{n-i=1}\left(b_{j} \mu^{j}+c_{j} \mu^{-j}\right)\)
\(h(\gamma, \mu)\) contains \(2(n+1)^{2}-2\) free parameters. In (30) the fk's are not constants any more, however the "minimal deformation" of the axially symmetric M(k)'s is to assume that all the M(k)'s are described by just one function :
\[
\mathrm{fk}(\gamma, \lambda)=\mathrm{f}(\gamma, \lambda) \quad \mathrm{k}=1, \ldots \mathrm{n}
\]

In addition we make one last assumption which is quite natural, namely that \(f(\gamma, \lambda)\) is analytic at \(\lambda=0\), i.e.
\[
f(\gamma, \lambda)=\sum_{i=0}^{\infty} f_{i}(\lambda)(\gamma \lambda)^{i}
\]

As in (20), (21) only \(\psi_{o}\left(\mu_{k}\right)\) and \(M^{k}\left(\mu_{k}, \gamma\left(\mu_{k}\right)\right)\) 's are present we effectively need the values of the arbitrary function, \(f\), at the pole sites, \(\mu_{k}\) 's. Since the algebraic equation defining the poles is of degree \(n\) in \(\gamma\), we can express all \(\gamma^{m}\) 's when \(m>n-1\) in terms of \(\gamma^{i}(i=0, \ldots n-1)\) at the pole sites \(\mu_{\mathrm{k}}\). Consequently one can uniquely associate with any power series in \(\gamma\) a polinomial of degree \(n-1\) (in. \()\) yielding the same values at all pole sites, \(\mu \mathrm{k}\). Therefore without any loss of generality we can take \(f\) as a polinomial of degree \(n-1\) in \(\gamma\). A necessary condition for the regularity of the solution is the nonsingularity of \(\Gamma_{i j}\) when \(\mu_{i}=-\bar{\mu}_{j}{ }^{-1}\). The expression we get for \(\Gamma_{i j}\) is:
\[
\begin{equation*}
\Gamma_{i j}=\left(1+\mu_{i} \bar{\mu}_{j}^{l}\right)\left[e^{\alpha i j}+(-1)^{n} e^{-\alpha i j}\right] \tag{39}
\end{equation*}
\]
where \(\quad \alpha i j=\gamma\left(\mu_{i}\right)+\vec{y}\left(\mu_{i}{ }^{-1}+\bar{\mu}_{j}\right)-f\left(\mu_{i}, \gamma\left(\mu_{i}\right)\right)-\bar{f}\left(\mu_{j}, \gamma\left(\mu_{j}\right)\right)\)
The regularity conditions imply that
\[
\begin{equation*}
\alpha\left(\mu_{i}, \gamma\left(\mu_{i}\right)\right)=i \pi w_{i}(n) \tag{40}
\end{equation*}
\]
where \(\alpha(\lambda, \gamma(\lambda))=\gamma-f(\lambda, \gamma(\lambda))-\vec{f}\left(-\bar{\lambda}-1, \gamma\left(-\bar{\lambda}^{-1}\right)\right)\).
\(\alpha\) is a polinomial of degree \(n-1\) in \(\gamma\) :
\[
\alpha=\underset{\sum_{i=0}^{n}}{n} \alpha_{i} \quad(\lambda) \quad \gamma^{i}
\]

Assuming that \(\alpha_{i}(\lambda)^{\prime} s\) are analytic in an annular domain, using cauchy's formula we get for \(f(\lambda, \gamma)\) :
\[
\begin{equation*}
f(\lambda, \gamma)=\frac{1}{2 \pi_{i}} \oint_{|\lambda|<|\zeta|} \frac{\alpha(\zeta, \gamma)}{\lambda-\zeta} d \zeta+\gamma \tag{41}
\end{equation*}
\]

The next step is to compute \(\alpha\) explicitely. Since \(\alpha\) is a polinomial of degree \(n-1\) with its values given at \(n\) points (in eqs (40)) it is uniquely determined by Lagrange's interpolation formula
\[
\begin{equation*}
\alpha\left(\lambda_{r} \gamma(\lambda)\right)=i \pi \sum_{i=1}^{n} W_{j}^{(n)} \prod_{i \neq j} \frac{\gamma(\lambda)-\gamma_{i}(\lambda)}{\left.\gamma_{j}^{f} \lambda\right)-\gamma_{i}(\lambda)} \tag{42}
\end{equation*}
\]
where we wrote \(h\) as
\[
h=\prod_{i=1}^{n}\left(\gamma-\gamma_{i}(\lambda)\right)
\]

Since \(\alpha(\mu, \gamma(\mu))=\alpha\left(-\tilde{\mu}^{-1}, \gamma\left(-\tilde{\mu}^{-1}\right)\right)\) by construction this implies extra constraints for \(h\), namely
\[
\mathrm{h}=(\lambda, \mu)=\overline{\mathrm{h}}\left(\gamma\left(-\bar{\mu}^{-1}\right),-\bar{\mu}^{-1}\right)
\]

Furthermore in eq. (42) the \(w_{i}\) 's should satisfy
\[
W_{i}(k)=-W_{j}(k) \text { if } \quad \gamma_{i}(\lambda)=\overline{\gamma_{j}}\left(-\vec{\lambda}^{-1}\right)
\]

The \(W_{i}(k)\) 's are determined from the axially symmetric case yielding
\[
W_{i}()=\frac{n+l-2 i}{2} \quad l \leqq i \leqq n
\]

This implies that the number of free parameters would be halved, so \(h\) contains only \((n+1)^{2}-1\) free parameters. From eq. (4l) we obtain the following constraints for the \(\alpha_{i}(\lambda)\) 's :
\[
\begin{array}{cc}
\frac{\alpha_{i}(\zeta)}{\zeta j+1} d \zeta=0 & \begin{array}{c}
j=-i+1, \ldots, i-1 \\
2 \leqq i \leqq n-1
\end{array} \\
\frac{1}{2 \pi i} \oint \frac{\alpha_{1}(\zeta)}{\zeta} d \zeta=1 & \tag{44}
\end{array}
\]

The constraints (43), (44h,express the fact that \(f\) is a polinomial of \(\lambda \gamma\) and they represent \(\sum_{i=2}^{n}(\mathrm{Zi}-1)+1\) additional relations among the \((n+1)^{2-1}\) free parameters in h.Consequently our solutions depends on \(4 n-1\) parameters. It reduces to the axially symmetric case by construction when \(a_{i}\left(\mu\right.\) )'s are constants, independent of \(\mu\) (uniquely determined by \(w_{i}\) 's). It is not very difficult to derive the asymptotic behaviour of \(|\phi|\) using \(\partial_{z} \quad \mu_{i} \approx-r^{-1} \mu_{i}:\)
\[
|\phi| \rightarrow 1-\frac{n}{r} \text { as } r \rightarrow \infty
\]

Unfortunately it is very hard to get explicit formulae for the length of the Higgs field for a general \(n\) monopole solution. One should parametrize the constraints (43), (44) in a clever way and solve the algebraic eqs. (of degree \(2 n\) ) for the \(\mu\) 's. For the \(n=2\) case we have numerically computed \(|\phi|\) and proved that it is nowhere singular [19].
Let us describe the separated two monopole in some detail. In this case \(f(\lambda, \gamma)\) can be easily computed. We took \(h\) as
\[
\begin{equation*}
\mathrm{h}=\gamma^{2}+\mathrm{A}\left(\mu^{2}+\mu^{-2}\right)+\mathrm{B} \tag{45}
\end{equation*}
\]
where \(A, B\) are real constants. We note that using similar arguments as in [20] \(h\) can be always reduced to this form. The only constraint now is (44) which implies the following relation between \(A\) and \(B\)
\[
\sqrt{\mathrm{B}}=\frac{1}{\sqrt{1+\beta}} K\left(\frac{2 \beta}{1+\beta}\right), A=\frac{1}{2} \quad \beta B,-1<\beta \leqq 0
\]
where \(K(m)\) is a complete elliptic integral of the first kind with parameter \(m\) [21]. For the choice (45) of \(h f\) is given by
\[
\begin{equation*}
f(\lambda, \gamma)=\frac{\gamma \lambda}{4 i} \oint_{|\lambda|<|\zeta|} \frac{\partial \zeta}{\zeta-\lambda}\left[A\left(\zeta^{4}+1\right)+B \zeta^{2}\right]^{-\frac{1}{2}} \tag{46}
\end{equation*}
\]

In the case when \(\beta\) is negative the integrand in (46) has four branch points on the real axis. We deform the contour of integration in (46) to the cuts chosen to run on the real axis from - \(\infty\) the smallest branch point and from the largest to \(\infty\). As a result we get
\[
\begin{aligned}
& \mathrm{f}=(\lambda, \gamma)=\frac{\gamma}{\sqrt{-A} \tilde{\beta}}\left[K\left(\tilde{B}^{-4}\right)-\pi\left(\lambda^{2} \tilde{\beta}^{-2} \backslash \delta\right)\right) \\
& \sin \delta=\tilde{\beta}^{-2} \quad \widetilde{\beta}=\sqrt{-\beta^{-1}+\sqrt{\beta^{-2}-1}}
\end{aligned}
\]
and \(\Pi(n \backslash \delta)\) is the complete elliptic integral of the third kind [21]. The only remaining free parameter, \(B\), in our solution determines the location of the zeroes of \(|\phi|\) on the \(x_{1}\) axis as
\[
\mathrm{X}_{1}= \pm \sqrt{\mathrm{m}} \mathrm{~K}(\mathrm{~m}), \mathrm{m}=\frac{2 \beta}{1+\beta}
\]

One easily sees that the distance between the monopoles goes to zero as \(\beta \rightarrow 0\). The separation of the monopoles, \(d\), tends to infinity as \(\beta \rightarrow-1\) \(d \sim-\ln (1+B)\).
I would like to say a few words about the superpotentials [15] which are very useful quantities for computing \(|\phi|^{2}\), although up to now they seem to be effective only in the axially symmetric case. As I remarked earlier \(|\phi|^{2}\) contains virtually every thing we want to know about the solution. \(\Delta|\phi|^{2}\) gives the energy density, etc. \(|\phi|^{2}\) is easily expressed in terms of the \(g\) matrix as
\[
\begin{equation*}
|\phi|^{2}=\frac{1}{2} \operatorname{Tr}\left(g_{z} g^{-1}\right)^{2} \tag{47}
\end{equation*}
\]

In the case of axial symmetry we can define a function \(\tau\) in the following way :
\[
\begin{align*}
& \tau_{\rho}=\frac{\rho}{4} \operatorname{Tr}\left[\left(g g_{\rho} g^{-l}\right)^{2}\left(g_{z} g^{-1}\right)^{2}\right]  \tag{48}\\
& \tau_{z}=\frac{\rho}{2} \operatorname{Tr}\left|\left(g \prime_{\rho} g^{-1}\right)\left(g_{z} g^{-1}\right)\right|
\end{align*}
\]

The integrability conditions of (48) are satisfied if \(g(\rho, z)\) solves (22). Then as one can verify
\[
\text { where } \quad \begin{align*}
-\Delta \tau & =\operatorname{Tr}\left(g^{\prime} z g^{-1}\right)^{2}  \tag{49}\\
\Delta & =\partial_{\rho}^{2}+\partial_{z}^{2}+\frac{1}{\rho} \partial \rho
\end{align*}
\]

It seems to be rather remarkable that one could find a completely explicit formula for \(\tau\) in the case of \(S U(N)\) gauge group. I don't want to write out here (see [15] for details) the general expression for \(\tau\), what \(I\) think is important, that \(\tau=\tau_{o}+\ln d e t+\ln F\), where \(\tau_{o}\) is potential for \(g_{O}, F\) is a complicated expression depending only on \(\mu, \vec{\mu}, \rho\). For the one monopole we get
\[
T(1)=-\frac{1}{2} \rho^{2}+\ln \left\{\sqrt{\rho} \frac{1}{R} \sinh R\right\}
\]
which is a remarkable simple formula. It is perhaps worth quoting \(\tau^{(2)}\) for the two-monopole as well :
\[
\tau(2)=\frac{\pi^{2}}{8}\left(1-\xi^{2}\right)\left(1+\eta^{2}\right)+\ln \left\{\frac{\left(1+\eta^{2}\right)\left(1-\xi^{2}\right)}{\xi^{2}+\eta^{2}}\left[\frac{\cos ^{2}\left(\frac{\pi}{2} \xi\right)}{1-\xi^{2}}-\frac{\cosh ^{2}\left(\frac{\pi}{2 \eta}\right)}{1+\eta^{2}}\right)\right\}
\]
where \(\eta \xi\) are oblate spheroidal coordinates :
\[
\begin{array}{cr}
\rho+i z=w \sqrt{\left(1-\xi^{2}\left(1+n^{2}\right)\right.} & 0 \leqq n \leqq \infty \\
\pi & -1 \leqq \xi \leqq 1
\end{array}
\]
where the value of \(w=\frac{\pi}{2}\) was fixed to ensure finite energy. The main advantage of the superpotential is that it is much simpler than the matrix \(g\) and for \(S U(N) N>2\) gauge groups this is essential in practical applications.
In the \(S U(2)\) case we found the axially symmetric \(n\) monopole solutions using Bäcklund transformations in a completely explicit form [22]. The BT's were generalized(still within axial symmetry) to arbitrary compact simple groups by Bais and Sasaki [23]. What is still lacking is their generalization for the SDE in 4 dimensions. These generalized BT's should of course reduce to the known ones in the axially symmetric case and they would hopefully facilitate to a certain extent to compute the monopole solutions (and perhaps also the instantons) in a more tranparent and direct way.

5 - The Riemann-Hilbert problem and its significance for gauge theories.

First we define the regular matrix Riemann-Hilbert problem (RHP). Consider a closed curve \(\Gamma\) in the complex \(\lambda\) plane. Define on \(\Gamma\) a matrix \(G(\lambda)\) analytic in an annular neighbourhood of \(\Gamma\) and the problem is to find \(x_{1}(\lambda)\) and \(x_{2}(\lambda)\) analytic inside (resp. outside) \(\Gamma\) satisfying:
\[
\begin{equation*}
\dot{x}_{1}^{1}(\lambda) \times 2(\lambda)=G(\lambda), \quad \lambda \in \Gamma \tag{50}
\end{equation*}
\]

We assume that \(\operatorname{det} x_{i} \neq 0\) in their domains of analyticity. A simple way to connect our linear system (9) with the RHP is the following :
for any two solutions \(\psi_{1}\), \(\psi_{2}\), of (9) :
\[
\begin{aligned}
\left(\lambda \partial \bar{z}^{+\partial} \mathrm{Y}\right) & \left(\psi_{1}^{-1} \psi_{2}\right)=0 \\
\left(-\lambda \partial \bar{y}^{+\partial} \mathrm{z}\right) & \left(\psi_{1}^{-1} \psi_{2}\right)=0
\end{aligned}
\]
that is
\[
\begin{equation*}
\psi_{2}=\psi_{1} G\left(\lambda,-\lambda y^{+} \bar{z}, \lambda z+\vec{y}\right) \tag{51}
\end{equation*}
\]

Noting that if \(\psi(\lambda)\) solves (9) then \(g^{+-1}\left(-\frac{1}{\bar{\lambda}}\right)\) also solves (9) we have an involution acting in the solution space of (9) / we used the fact that \(\mathrm{g}=\mathrm{g}+/\), thus
\[
\begin{equation*}
g \psi{ }^{+-1}\left(-\frac{1}{\bar{\lambda}}\right)=\psi(\lambda) G(\lambda,-\lambda y+\bar{z}, \lambda z+\bar{y}) \tag{52}
\end{equation*}
\]

If \(\psi\) is analytic around \(\lambda=0\) then \(g \psi^{+-1}\left(-\frac{1}{\lambda}\right)\) is analytic near \(\lambda=\infty\), therefore \(G\) is analytic in the overlapping region of the two domains. Let us now suppose that there is given a nonsingular matrix G/i.e. det \(G \neq 0 /\) satisfying
\[
\begin{aligned}
\left(\lambda \partial \bar{z}+\partial y_{y}\right) G & =\left(-\lambda \partial \overline{\mathrm{y}}^{+} \partial_{\mathrm{z}}\right) \mathrm{G}=0 \\
\mathrm{G} \cdot(\lambda) & =\mathrm{G}^{+}\left(-\frac{1}{\lambda}\right)
\end{aligned}
\]
and analytic in an annular neighbourhood of the unit circle. Split \(G\) according to (50) into the product of two matrices with nonvanishing determinants analytic inside (resp. outside) the circle with the additional property that \(\chi_{2}(\lambda)\) is normalized to \(l\) at \(\lambda=\infty\). This normalization is needed to ensure uniqueness of the solution. Acting now with \({ }^{\boldsymbol{i}}{ }_{i}\) \(\left(\nabla_{1}=\lambda \partial_{\bar{z}}+\partial, \nabla_{2}=-\lambda \partial \bar{y}^{+} \partial_{z}\right)\) on eq. (50) we get
\[
\begin{equation*}
\nabla_{i} x_{1} \cdot x_{1}^{1}=\nabla_{i} \quad x_{2} \cdot \dot{x_{2}^{1}} \quad \lambda \in \Gamma \tag{53}
\end{equation*}
\]

Eq. (53) defines the analytic continuation of both sides from \(\Gamma\) to be the whole complex plane. As \(x_{2}\) is normalized to \(l\) at infinity, by Liouville's theorem both sides are independent of \(\lambda\). Therefore
\[
\begin{equation*}
\nabla_{i} x_{1} \cdot x_{1}^{-1}=\nabla_{i} x_{2} \cdot x_{2}^{-1}=B_{i} \tag{54}
\end{equation*}
\]
where the matrices \(B_{i}\) do not depend on \(\lambda\). The compatibility of (54) implies
\[
B y=g^{\prime} y g^{-1} \quad, B z=g, z g^{-1}
\]
with \(g\) satisfying (8). To get all solutions of the SDE one should consider a RHP with zeroes, that is allow detx \(i=0\) in their domains of analyticity.
The regular RHP is equivalent to the following linear singular integral equation :
\[
\begin{equation*}
\frac{1}{i \pi}\left[\mathrm{P} \int_{\Gamma} \frac{\sigma(\zeta)}{\zeta-\lambda} d \zeta+1\right] T(\lambda)+\sigma(\lambda)=0 \quad \lambda \in \Gamma \tag{55}
\end{equation*}
\]
where \(T(\lambda)=[G(\lambda)-11[G(\lambda)+1]\), and we used the following integral representations for \(X_{i}(\lambda)\) 's :
\[
\begin{array}{ll}
x_{1}(\lambda)=1+\int_{\Gamma} \frac{\sigma(\zeta)}{\zeta-\lambda} d \zeta & \text { inside } \Gamma \\
x_{2}(\lambda)=1+\int_{\Gamma} \frac{\sigma(\zeta)}{\zeta-\lambda} d \zeta & \text { outside } \Gamma \tag{56}
\end{array}
\]

The RHP with zeroes is equivalent to a system of linear integral equations coupled to algebraic equations determining the residua of \(\chi_{i}(\lambda)\) 's at the pole sites [3].
It we take in (52) \(G(\lambda)=\psi_{0} G_{0} \psi_{0}{ }^{-1}\) where \(\psi_{0}\) is a solution of (9) and \(G_{o}=G_{0}(\lambda,-\lambda y+\bar{z}, \lambda z+\bar{y}), G_{0}+\left(-\frac{l}{\lambda}\right)=G_{0}(\lambda)\), det \(G_{0}=1\), the solution of this RHP generates a new solution of the linear system (9)in the form
\[
\psi=x_{1}(\lambda) \psi_{0}(\lambda)
\]

The construction of self-dual solutions described in the previous sections corresponds to solving the RHP with zeroes only. This means that we take \(G_{o}=1\), and construct a meromorphic \(x(\lambda)\) with simple poles only. These solutions are referred to as "purely solitonic" in analogy with the known two dimensional models.
It is not known how to solve the RHP explicitly for an arbitrary matrix G. However, in some special cases when \(G\) is diagonal or triangular the splitting can ba done explicitly. In fact the Atiyah-Ward Ansätze [24] correspond to splitting a matrix of the form
\[
G_{k}=\left(\begin{array}{cc}
\lambda & \rho \\
0 & \lambda^{-k}
\end{array}\right)
\]

The splitting of \(G_{k}, \alpha(\lambda) \beta(\lambda)=G_{k}\), was carried out in detail by Corrigan et al. | 20|. As it is clear form the above the RHP is extremely powerful to generate solutions of the SDE. Also from the RHP an infinite dimensional invariance group (of the Kac-Moody type) can be constructed [ll,25], with infinitely many conserved quantities. It is an extremely important problem to try to extend these ideas for the nonselfdual sector. Isenberg et al. [26] and witten [27] gave a twistorial interpretation of the second order (sourceless) gauge field equations. We were able to derive RHP's for the nonself-dual sector using Witten's ideas [28].

In an eight dimensional space with coordinates \(a^{i}, b^{i} i=1, \ldots 4\) we consider the following system of equations :
\[
\begin{equation*}
F a_{i} a_{j}=\star F a_{i} a_{j} ; F b_{i} b_{j}=-* F b_{i} b_{j} ; F a_{i} b_{j}=0 \tag{57}
\end{equation*}
\]

It can be verified that solutions of (57) satisfy on the \(x^{i}=\frac{1}{2}\left(a^{i}+b^{i}\right)\) diagonal subspace the four dimensional source free Yang-Mills equations
\[
D_{\mu} \quad F^{\mu \nu}=0
\]

First we were able to linearize (57):
\[
\begin{align*}
& D_{1} \psi=\left(-\lambda_{1} \partial_{\mathrm{y}} 2+\partial_{\mathrm{yl}}\right) \psi=\mathrm{g}^{\prime} \mathrm{yl} \mathrm{~g}^{-1} \psi \\
& \mathrm{D}_{2} \psi=\left(\lambda_{1} \bar{\partial}_{\mathrm{y}}+\partial_{\mathrm{y} 2}\right) \psi=\mathrm{g}^{\prime} \mathrm{y} 2 \mathrm{~g}^{-1} \psi \\
& \mathrm{D}_{3} \psi=\left(-\lambda_{2} \partial_{\mathrm{z} 2}+\partial_{\mathrm{zl}}\right) \psi=\mathrm{g}^{\prime} \mathrm{zl} \mathrm{~g}^{-1} \psi  \tag{58}\\
& \mathrm{D}_{4} \psi=\left(\lambda_{2} \partial_{\bar{z} 1}+\partial_{\mathrm{z} 2}\right) \psi=\mathrm{g}_{\mathrm{z} 2} \mathrm{~g}^{-1 \psi} \psi
\end{align*}
\]
where \(Y_{1}=b_{1}+i b_{2} ; z_{1}=a_{1}+i a_{2}\), etc, \(g=D^{+} D, D=D\left(Y_{i}, z_{i}\right) \in S L(N, C)\) and the gauge fields,
\(A u_{i}=-D, u i D^{-1} \quad u=y, z, \quad A \bar{u} i=D^{+-1} D^{+}\), ui . and (57) becomes
\[
\begin{array}{llll}
\left(g, u g^{-l}\right), \bar{u}_{1}+\left(g, u 2 g^{-l}\right) \bar{u} 2=0 & u=y, z & \text { (59.a) } \\
\left(g, y_{i} g^{-l}\right), \bar{z}_{j}=\left(g, z i g^{-l}\right) y j=0 & i, j=1 ; 2 & \text { (59.b) }
\end{array}
\]

Now one can derive a RHP for eqs. (58), however since there are two spectral parameters here, \(\left(\lambda_{1}, \lambda_{2}\right)\) the resulting RHP with two variables is very difficult to solve. / see [28] for details /.
We were able to introduce a RHP with one variable only, it is possible to take in (58)
\[
\lambda_{2}=\lambda_{1}^{3}
\]

Then we can write down the following RHP :
\[
\begin{equation*}
g x^{+-1}\left(-\frac{1}{\bar{\lambda}}\right) g_{0}-1=x(\lambda) \psi_{0}(\lambda) G_{0}\left(\lambda, \lambda Y_{1}+\bar{Y}_{2}, \lambda Y_{2}-\bar{Y}_{1}, \lambda{ }_{2} z_{1}+\bar{z}_{2}, \lambda^{3} z_{2}-\bar{z}_{1}\right) \cdot \psi o^{-1}(\lambda) \tag{60}
\end{equation*}
\]

Although we were not able to generate new solutions of the Yang-Mills eqs. with (58) or (60) this approach should be further studied, in particular to derive a Kac-Moody-type algebra for the Yang-Mills eqs. Also it would be important to connect our approach to the ideas of Volovich [29].

\section*{6 - Conclusions and outlook}

I tried to describe here the soliton-theoretic framework we developed to produce explicit solutions of the SDE. We were mostly interested in multimonopole solutions, describing static finite energy monopoles of like charge. These solutions exist due to the fact that the net force
cancels between these monopoles.
I showed how to construct the most general charge \(n\) monopole configuration depending on \(4 n-1\) parameter.

The solution is extremely complicated. Also to prove that it is regular everywhere is very hard and for the simples nontrivial case (the separated two monopole) we proved it numerically. Presumably Nahm's method is the best to prove that these solutions are indeed regular [30]. If we impose axial symmetry the solutions are completely explicit, although then it is much better to generate them by Bäcklund transformations In the \(S U(2)\) case on can exploit the equivalence between the Bogomolny eqs. and the Ernst eq. of general relativity to use the BT's for the Ernst eq.
Further connections exist among the Einstein eqs., the SDE and non-linear sigma models see for example [31].
I did not give an exhaustive review here, as that would easily fill a book, and I did not talk about other methods for solving the SDE, but as Nahm also gave a talk \(I\) think it is not necessary.
Clearly there are many things to be done. It would be very important to find time dependent solutions for example. In 2.1 dim \(\mathbb{C P}^{n}\) models a step was made in this direction. [32].
Even more important is to clarify the structure of the full Yang-Mills equations.
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PART 1 : Topological aspects of Yang-Mills fields in curved spaces. (Exact solutions).

PART 2 : Flat space instanton chains with monopole limits.

As will be seen, the static, spherically symmetric, conformally flat de Sitter space provides the link between the parts 1 and 2. But Part 2 can very well be considered entirely separately. To avoid making this report longer \(I\) have assumed certain results as known. In Part 1 this includes standard ones in general relativity as well as various aspects of gravitational instantons. In Part 2 familiarity with standard constructions of instantons and of selfdual monopoles, which emerge as limits in our formalism, has been assumed. I present exlusively our results and not comprehensive reviews of these domains.

Part 1 : To explore in its full richness the topological possibilities of gauge fields one should allow for simultaneous presence of gravitational and Yang-Mills ones. Thus if the integral topological indices of the Yang-Mills field for a flat Euclidean base space is associated with the structure of the vacuum, one may ask among other questions of interest, how this spectrum might be modified when the base space itself has non trivial indices. Exact solutions of \(\mathrm{SU}(2)\) Yang-Mills fields are presented for metrics corresponding to well-known gravitational instantons. Such selfdual solutions, with vanishing energy momentum tensor \(T \mu \nu\) for Euclidean signature of the base space, do not perturb the metric. Thus they provide solutions of the combined gravitational Y.M. system. New topological possibilities, such as finite action \(S U(2)\) fields with fractional indices for many centre metrics are displayed explicitly. As another type of possibility non selfdual, finite action solutions are constructed explicitly on Schwarzschild and de Sitter metrics, the solution being real in the first and complex in second case
respectively. It is also shown how various meron type solutions in flat space can be derived systematically from a very simple static solution in de Sitter.

Part 2 : Monopoles in the Bogomolny-Prasad-Sommerfield limit have been constructed, often using instanton like techniques, but separately starting all over again. It is possible to do better. The well known fact that (replacing the Higgs scalar \(\Phi\) by \(A_{t}\) of the Euclidean gauge potentials) such solutions can be considered as infinite action limits of self-dual Yang-Mills field ones can be exploited more deeply and fruitfully. Instead of constructing one monopole (or one instanton) one can, in a single stroke construct an infinite sequence of instantons such that a monopole solution emerges practically trivially in a particularly simple scaling limit. Typically one constructs a single solution involving a parameter whose admissible values give the entire spectrum of indices for members of this sequence (chain). Then the rescaling is done through this parameter to obtain a finite energy but infinite action selfdual monopole. Thus in a comparable number of steps one obtains not only the monopoles but much more. The chains of instantons thus displayed have remarkable properties well worth studying even if one is not directly interesed in monopoles. I start by discussing examples of such fascinating special properties for the simplest sequence (or l-chain) leading in the limit to the PS monopole of unit charge. Then techniques are presented for building a hierarchy of such chains giving multicharged monopoles as limits. For the higher chains our constructions present remarkable fully explicit examples of instantons in the Atiyah-Ward classes greater than one. The basic idea here is to use the hyperbolic line element to construct "static" finite action solutions, which becomes possible due to a compactification of the "time" direction.
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\section*{1 Introduction}

In this lecture I shall describe stationary solutions of the Einstein-Maxwell equations in the framework of 'dimensional reduction' with particular emphasis on the group-theoretical aspects. Although the origin of this approach lies in work on Einstein's theory [1-4] it has profitted much from more recent work on supergravity [5]. Providing a bridge to a well-developped field of mathematics it not only allows for a better understanding of many results on stationary solutions of Einstein's theory (explicit construction and uniqueness of 'vacuum' and blackhole solutions) but also for an easy extension of these results to a large family of theories related to the bosonic part of ten-dimensional supergravity [6]. The simplest extension of Einstein's theory contained is the Einstein-Maxwell system which is the bosonic part of \(N=2\) supergravity. Therefore I shall restrict myself here to this theory. But before I dive into the deep waters of mathematical formalism I would like to motivate my own interest in these solutions.

Yang-Mills theories and Einstein's gravity theory are presently considered to provide the most adequate description of all the elementary forces of nature. In this context it is extremely remarkable that both types of theories can be unified into a common framework following the ideas of Kaluza and Klein [7]. In this type of theories the world is some higher dimensional manifold of which only
four dimensions - the usual space-time manifold - are visible to our eyes due to some symmetry property of the actual vacuum and its low-energy excitations. The factorized classical 'vacuum'-manifold serving as a background for the quantized theory is supposed to be distinguished by its stability. Elementary particles living on this background are usually considered to be of purely quantum-mechanical origin. However if one looks for the corresponding classical description of quantized particles one is lead to the concept of point-particles, a concept which has little meaning in a theory including General Relativity. In fact the adequate concept of a massive particle in General Relativity is that of a black-hole [8]. I personally favour the idea that massive elementary particles are quantized black-holes, i.e. have a classical black-hole background, in contrast to massless excitations (photons etc.) which are quantum excitations of the classical vacuum.

Black-holes are the solitons of General Relativity resp. its generalizations. This viewpoint is supported by several facts:
i) black-holes are localized, particle-like objects
ii) black-holes are distinguished by uniqueness properties that give them stability
iii) black-holes are stationary, axially-symmetric solutions and therefore constructable via the Inverse Scattering Method (resp. Bæcklund transformations similar to the solitons of the KdV- or Sine-Gordon equation.

The latter aspect will be shortly discussed in section 4 . Section 2 is devoted to the mathematical structure of the equations for stationary solutions, whereas in sect. 3 I discuss special types of solutions.

\section*{2 Field Equations and Duality Transformations}

The Einstein-Maxwell equations for the vierbein \(e_{\mu}{ }^{a}\) and the vector potential \(A_{\mu}\) are
\[
\begin{equation*}
R_{\mu \nu}=F_{\mu \lambda} F_{\nu}^{\lambda}-\frac{1}{4} g_{\mu \nu} F_{\kappa \lambda} F^{\kappa \lambda} \tag{1a}
\end{equation*}
\]
\[
\begin{equation*}
F_{\mu \nu}^{; \nu}=0 \tag{1b}
\end{equation*}
\]
\[
\begin{equation*}
{ }^{*} F_{\mu \nu}^{; \nu} \equiv \frac{1}{2} \epsilon_{\mu \nu \kappa \lambda} F^{\kappa \lambda ; \nu}=0 \tag{1c}
\end{equation*}
\]

Eqs. ( \(1 a, b\) ), the equations of motion, are derived from the action
\[
\begin{equation*}
S=\int \frac{e}{2}\left(R-\frac{1}{2} F_{\mu \nu} F^{\mu \nu}\right) d^{4} x \tag{2}
\end{equation*}
\]

Eq. (1c) is the Bianchi identity. Eq. (1a) can also be written in the form
\[
\begin{equation*}
R_{\mu \nu}=\frac{1}{2}\left(F_{\mu \lambda} F_{\nu}^{\lambda}+{ }^{*} F_{\mu \lambda}^{*} F_{\nu}^{\lambda}\right) \tag{3}
\end{equation*}
\]
which displays the explicit duality invariance
\[
\begin{gather*}
F_{\mu \nu} \longrightarrow{ }^{*} F_{\mu \nu}  \tag{4}\\
{ }^{*} F_{\mu \nu} \longrightarrow-F_{\mu \nu}
\end{gather*}
\]
of eqs. (1). Interpreting eq. (1b) as the Bianchi-identity we may introduce a vectorpotential \(C_{\mu}\) for \(G_{\mu \nu} \equiv-{ }^{*} F_{\mu \nu}\) and put
\[
\begin{equation*}
A_{\mu}=\binom{A_{\mu}}{C_{\mu}} \quad \text { and } \quad \mathcal{F}_{\mu \nu}=\binom{F_{\mu \nu}}{G_{\mu \nu}} \tag{5}
\end{equation*}
\]
then
\[
\mathcal{F}_{\mu \nu}=\left(\begin{array}{cc}
0 & 1  \tag{6}\\
-1 & 0
\end{array}\right) * \mathcal{F}_{\mu \nu}=\Omega^{*} \mathcal{F}_{\mu \nu}
\]
with \(\Omega^{2}=-1\). The equation \(\mathcal{F}_{\mu \nu}{ }^{; \nu}=0\) is now completely equivalent to \({ }^{*} \mathcal{F}_{\mu \nu}{ }^{\prime \nu}=0\) due to eq. (6)

A similar type of on-shell duality symmetry was observed by E. Cremmer and B. Julia [5] for \(N=8\) supergravity; another case related to ten-dimensional supergravity is discussed in [6]. The general structure found is the following: there are vector fields \(A_{\mu}^{i}(i=1, \ldots, n)\) transforming under a representation of a group \(\bar{G}\) with the 'pseudo-metric' \(\Omega\) (with \(\Omega^{2}=-1\) ) and scalars \(V\) parametrizing a homogeneous space \(\bar{G} / \bar{H}\). The generalization of eq. (6) is
\[
\begin{equation*}
\mathcal{F}_{\mu \nu}=\Omega V^{*} \mathcal{F}_{\mu \nu} \quad \text { with } \quad(\Omega V)^{2}=-1 \tag{7}
\end{equation*}
\]

To give a few examples:
\(\left.\begin{array}{lll}N=2 & \text { supergravity } & \bar{G}=U(1) \\ N=4 & \text { supergravity } & \bar{G}=S O(6) \times S U(1,1) \\ N=8 & \text { supergravity } & \bar{G}=E_{7}\end{array}\right)\)
'Jordan-Thiry' theories
(Einstein's theory
\[
\bar{G}=S L(d-4) \quad \bar{H}=S O(d-4)
\]
in \(d>4\) dimensions)
Since we are only interested in stationary solutions we can perform the dimensional reduction from four to three dimensions. We assume the existence of a time-like Killing vector field \(\xi^{\mu}\) such that the Lie-derivative \(\mathcal{L}_{\xi} \boldsymbol{F}_{\mu \nu}=\mathbf{0}\). For the vierbein we make the usual decomposition
\[
e_{\mu}^{a}=\left(\begin{array}{cc}
\Delta^{-1 / 2} \hat{e}_{m}^{a} & \Delta^{1 / 2} B_{m}  \tag{8}\\
0 & \Delta^{1 / 2}
\end{array}\right)
\]

The isometry-group \(G_{1}\) related to \(\xi^{\mu}\) is supposed to act regularly on the 4dimensional space-time manifold \(M_{4}\) producing the 3 -dimensional orbit space \(\Sigma=M_{4} / G_{1}\). From \(e_{\mu}^{a}\) and \(A_{\mu}\) we obtain the following fields living on \(\Sigma\)
\[
\begin{array}{ll}
\hat{e}_{m}^{a} & \text { dreibein } \\
B_{m}, \quad \hat{A}_{m} \equiv A_{m}-\varphi B_{m} & \text { vector potentials }  \tag{9}\\
\Delta, \quad \varphi \equiv \Delta^{1 / 2} A_{0} & \text { scalars }
\end{array}
\]

The 3-dimensional action obtained from eq. (2) is
\[
\begin{align*}
\hat{S}= & \frac{1}{2} \int_{\Sigma} \hat{e}\left[-\hat{R}+\frac{1}{2} \Delta^{-2}\left(\partial_{m} \Delta\right)^{2}+\frac{1}{4} \Delta^{2} B_{m n}^{2}\right.  \tag{10}\\
& \left.\mp \frac{1}{2} \Delta\left(\hat{F}_{m n}+\varphi B_{m n}\right)^{2} \mp \Delta^{-1}\left(\partial_{m} \varphi\right)^{2}\right] d^{3} x
\end{align*}
\]
with \(B_{m n}=\partial_{m} B_{n}-\partial_{n} B_{m}\). The lower sign refers to the case of a space-like Killing vector which we include for later convenience. Remarkably it is possible to extend the duality-symmetry of the 4-dimensional Einstein-Maxwell equations corresponding to the group \(U(1)\) to the much larger group \(S U(2,1)\) acting on the 3-dimensional fields of eq. (9). This comes about as follows. The field equations for the vectors \(\hat{A}_{\boldsymbol{m}}\) and \(B_{m}\)
\[
\begin{align*}
& \left(\Delta \hat{F}_{m n}+\varphi B_{m n}\right)^{; n}=0 \\
& \left(\Delta^{2} B_{m n}-2 \Delta \varphi\left(\hat{F}_{m n}+\varphi B_{m n}\right)\right)^{; n}=0 \tag{11}
\end{align*}
\]
are considered as 'Bianchi-identities' for scalar fields \(\psi\) and \(\omega\)
\[
\begin{align*}
\left(\Delta \hat{F}_{m n}+\varphi B_{m n}\right) & =\epsilon_{m n}^{l} \partial_{l} \psi \\
\Delta^{2} B_{m n} & =\epsilon_{m n}^{l}\left(\partial_{l} \omega+2 \psi \partial_{l} \varphi-2 \varphi \partial_{l} \psi\right) \tag{12}
\end{align*}
\]

The scalars \(\psi\) and \(\omega\) replace the vectors \(\hat{A}_{m}\) and \(B_{m}\). This can also be achieved by adding the Bianchi-identities for \(\boldsymbol{B}_{m n}\) and \(\hat{F}_{m n}\) with Lagrangian multipliers to \(\hat{S}\) :
\[
\begin{equation*}
\hat{S} \rightarrow \hat{S}-\int_{\Sigma} \frac{\hat{e}}{2} \epsilon^{l m n}\left[\psi \partial_{l} \hat{F}_{m n}+\frac{1}{2}(\omega+\psi \varphi) \partial_{l} B_{m n}\right] d^{3} x \tag{13}
\end{equation*}
\]
'Integrating out' \(\hat{F}_{m n}\) and \(B_{m n}\) one obtains
\[
\begin{equation*}
\hat{S}=\frac{1}{2} \int_{\Sigma} \hat{e}\left[-\hat{R}+\frac{1}{2} \Delta^{-2}\left(\left(\partial_{m} \Delta\right)^{2}+\omega_{m}^{2}\right) \mp \Delta^{-1}\left(\left(\partial_{m} \varphi\right)^{2}+\left(\partial_{m} \psi\right)^{2}\right)\right] d^{3} x \tag{14}
\end{equation*}
\]
with \(\omega_{m} \equiv \partial_{m} \omega+2 \psi \partial_{m} \varphi-2 \varphi \partial_{m} \psi\).
The line-element
\[
\begin{equation*}
d s^{2}=\frac{1}{2} \Delta^{-2}\left((d \Delta)^{2}+(d \omega+2 \psi d \varphi-2 \varphi d \psi)^{2}\right) \mp \Delta^{-1}\left((d \varphi)^{2}+(d \psi)^{2}\right) \tag{15}
\end{equation*}
\]
turns out to describe the invariant metric of the Riemannian symmetric space \(S=S U(2,1) / S U(1,1) \times U(1)\) for the upper sign and \(S=S U(2,1) / S U(2) \times U(1)\) for the lower sign (corresponding to a space-like Killing vector) in some particular coordinates. This is revealed by the following parametrization of \(S\)
\[
\begin{align*}
V & \equiv \exp \left(\begin{array}{ccc}
\Delta / 2 & 0 & 0 \\
0 & 0 & 0 \\
0 & 0 & -\Delta / 2
\end{array}\right) \exp \left(\begin{array}{ccc}
0 & 0 & 0 \\
i \sqrt{2} \phi & 0 & 0 \\
\omega & \sqrt{2} \bar{\phi} & 0
\end{array}\right) \\
& =\left(\begin{array}{ccc}
\sqrt{\Delta} & 0 & 0 \\
i \sqrt{2 \phi} & 1 & 0 \\
\frac{\omega+i|\phi|^{2}}{\sqrt{\Delta}} & \frac{\sqrt{2} \bar{\phi}}{\sqrt{\Delta}} & \frac{1}{\sqrt{\Delta}}
\end{array}\right) \tag{16}
\end{align*}
\]
with \(\phi=\varphi+i \psi\).
The action of \(g \in S U(2,1)\) on \(V\) is
\[
\begin{equation*}
V \quad \longrightarrow \quad h(V, g) V g^{-1} \tag{17}
\end{equation*}
\]
where \(h(V, g) \in S U(1,1) \times U(1)\) resp. \(S U(2) \times U(1)\) refurnishes the triangular gauge of \(V\). The difference between the two sign choices will turn out to be of some significance later. \(S U(2) \times U(1)\) is the maximal compact subgroup of \(S U(2,1)\) and hence \(S U(2,1) / S U(2) \times U(1)\) is a Riemannian symmetric space, a non-compact form of \(C P_{2}\). In contrast \(S U(2,1) / S U(1,1) \times U(1)\) has signature \((++--)\), it is pseudo-Riemannian. The matrix \(V\) satisfies
\[
V^{+} \eta V=\eta \quad \text { with } \quad \eta=\left(\begin{array}{ccc}
0 & 0 & i  \tag{18}\\
0 & 1 & 0 \\
-i & 0 & 0
\end{array}\right)
\]
i.e. is unitary with respect to the metric \(\eta\) of \(S U(2,1)\). An alternative parametrization [3] of \(S\) is obtained diagonalizing \(\eta \rightarrow A \eta A^{+}\)and taking one column of the matrix \(A V A^{+}\)similar to the usual parametrization of \(C P_{2}\).

From eq. (16) we find
\[
\left.\left.\begin{array}{rl}
\partial V V^{-1} & =\left(\begin{array}{ccc}
\frac{1}{2} \Delta^{-1} \partial \Delta & 0 & 0 \\
i \sqrt{\frac{2}{\Delta}} \partial \phi & 0 & 0 \\
\Delta^{-1}(\partial \omega+i(\bar{\phi} \partial \phi-\phi \partial \bar{\phi})) & \sqrt{\frac{2}{\Delta} \partial \bar{\phi}} & -\frac{1}{2} \Delta^{-1} \partial \Delta
\end{array}\right) \\
& =\left(\begin{array}{ccc}
\frac{1}{2} \Delta^{-1} \partial \Delta & \mp \frac{i \partial \bar{\phi}}{\sqrt{2 \Delta}} & \frac{1}{2} \Delta^{-1}(\partial \omega+\ldots) \\
\frac{i \partial \phi}{\sqrt{2 \Delta}} & 0 & \frac{ \pm \partial \phi}{\sqrt{2 \Delta}} \\
\left.\frac{1}{2} \Delta^{-1}(\partial \omega+\ldots)\right) & \frac{\partial \bar{\phi}}{\sqrt{2 \Delta}} & -\frac{1}{2} \Delta^{-1} \partial \Delta
\end{array}\right) \tag{19}
\end{array}\right)\right\} K
\]
\(A\) is an element of the Lie-algebra of \(S U(1,1) \times U(1)\) resp. \(S U(2) \times U(1)\) whereas \(K\) belongs to its orthogonal complement.
\(A\) plays the role of a gauge-potential and does not contribute to the action \(\hat{S}\) which can be written
\[
\begin{equation*}
\hat{S}=\frac{1}{2} \int_{\Sigma} \hat{e}\left(-\hat{R}+\operatorname{Tr} K^{2}\right) d^{3} x \tag{20}
\end{equation*}
\]
describing a generally covariant non-linear \(\sigma\)-model \([9,10]\). It is also possible to use a 'gauge-invariant' parametrization [9] of \(S\) with the help of the isometric involution \(\sigma\) defining this symmetric space:
\[
\sigma(V)=\xi\left(V^{+}\right)^{-1} \xi \quad \text { with } \quad \xi=\left(\begin{array}{rrr}
1 & 0 & 0  \tag{21}\\
0 & \pm 1 & 0 \\
0 & 0 & 1
\end{array}\right)
\]

Instead of \(V\) we introduce \(\chi \equiv \sigma\left(V^{-1}\right) V=\xi V^{+} \xi V\) and find \(\chi \rightarrow g \chi g^{-1}\) for \(g \in S U(2,1)\). in contrast to eq. (17).

In terms of \(\chi\) the action takes the simple form
\[
\begin{equation*}
\hat{S}=\frac{1}{2} \int_{\Sigma} \hat{e}\left[-\hat{R}+\operatorname{Tr}\left(\chi^{-1} \partial \chi\right)^{2}\right] d^{3} x \tag{22}
\end{equation*}
\]
and the equations of motion are
\[
\begin{equation*}
\hat{R}_{m n}=\frac{1}{2} \operatorname{Tr}\left(\chi^{-1} \partial_{m} \chi \chi^{-1} \partial_{n} \chi\right) \tag{23a}
\end{equation*}
\]
\[
\begin{equation*}
\left(\chi^{-1} \partial_{m} \chi\right)^{; m}=0 \tag{23b}
\end{equation*}
\]

Mathematicians would say that such \(\chi\) 's describe harmonic maps \(\Sigma \longrightarrow S\) [11].
The hidden symmetry group \(S U(2,1)\) can be used to produce a whole family of stationary solutions of the Einstein-Maxwell equations from any given one. The various elements of the Lie-algebra of \(S U(2,1)\) correspond to the following
infinitesimal transformations of the solution:
\[
\begin{array}{cl}
\left(\begin{array}{lll}
0 & 0 & 0 \\
\alpha & 0 & 0 \\
\beta & \gamma & 0
\end{array}\right) & \begin{array}{l}
\text { are 'gauge' transformations of } \omega \text { ar } \\
\text { which do not change the solution, }
\end{array} \\
\left(\begin{array}{lll}
0 & 0 & \alpha \\
0 & 0 & 0 \\
0 & 0 & 0
\end{array}\right) \quad \begin{array}{l}
\text { is a Ehlers transformation [2] } \\
\text { changing } \Delta \rightarrow \omega,
\end{array} \\
\left(\begin{array}{ll}
i \alpha \\
-2 i \alpha & \\
\left(\begin{array}{lll}
\alpha & 0 & \\
\text { is an e.m. duality transformation, }
\end{array}\right. \\
\left(\begin{array}{ll}
0 & i \alpha \\
0 & 0
\end{array}\right. \\
\hline \alpha \\
0 & 0
\end{array}\right. & \left.\begin{array}{l}
0
\end{array}\right) \quad \begin{array}{l}
\text { is a scale transformation, } \\
\Delta, \omega, \phi \rightarrow e^{\alpha} \Delta, e^{\alpha} \omega, e^{\alpha / 2} \phi \\
\text { is a Harrison transformation }[12] \\
\text { changing } \Delta \rightarrow \phi
\end{array}
\end{array}
\]

\section*{3 Solutions}

We shall now discuss what is known about various types of solutions of eqs. (23) describing stationary solutions of the Einstein-Maxwell system. For physical reasons we shall only be interested in asymptotically flat (Minkowskian) solutions.

\subsection*{3.1 REGULAR SOLUTIONS}

From \(\left(\chi^{-1} \partial_{m} \chi\right)^{; m}=0\) we find
\[
\begin{equation*}
\int_{\Sigma}\left(\chi^{-1} \partial_{m} \chi\right)^{; m} \hat{e} d^{3} x=\int_{\partial \Sigma_{\infty}}\left(\chi^{-1} \partial_{m} \chi\right) d \sigma^{m}=0 \tag{24}
\end{equation*}
\]
where \(\partial \Sigma_{\infty}\) is the surface \(r=\infty\). From the field eqs. (23) it follows [13] that regular, asymptotically flat solutions have an expansion \(\chi=\chi_{0}+\frac{1}{r} \chi_{1}+\cdots\) for \(r \rightarrow \infty\), where \(\chi_{o}\) and \(\chi_{1}\) are constants. Hence we get \(\chi_{1}=0\). This means that there is no mass and no charge. The 'Positive Mass

Theorem' [14] tells us that therefore \(\chi=\chi_{0}\) and the solution is Minkowski space with vanishing e.m. field.

\subsection*{3.2 SPHERICALLY SYMMETRIC SOLUTIONS}

Using polar coordinates the metric on \(\Sigma\) can be parametrized as
\[
\hat{h}_{m n} \equiv-\hat{e}_{m}{ }^{a} \hat{e}_{n}{ }^{b} \delta_{a b}=\left(\begin{array}{lll}
1 & &  \tag{25}\\
& f^{2} & \\
& & f^{2} \sin ^{2} \theta
\end{array}\right)
\]
where \(f\) and \(\chi\) depend only on \(r\) and eqs. (23) yield
\[
\begin{align*}
& \hat{R}_{r r} \equiv-\frac{2 f^{\prime \prime}}{f}=\frac{1}{2} \operatorname{Tr}\left(\chi^{-1} \chi^{\prime}\right)^{2}  \tag{26a}\\
& \hat{R}_{\theta \theta} \equiv \frac{f^{\prime \prime}}{f}+\left(\frac{f^{\prime}}{f}\right)^{2}-\frac{1}{f^{2}}=0  \tag{26b}\\
& \quad\left(f^{2} \chi^{-1} \chi^{\prime}\right)^{\prime}=0 \tag{26c}
\end{align*}
\]

The last eq. gives \(\left(f^{2} \chi^{-1} \chi^{\prime}\right)^{\prime}=\mu=\) const \(\in S U(2,1)\) which can be integrated to
\[
\begin{equation*}
\chi=\chi_{0} \exp t(r) \mu \quad \text { with } \quad t(r)=\int^{r} \frac{d r}{f^{2}} \tag{27}
\end{equation*}
\]

Eqs. (26) yield \(f^{2}=\left(r-r_{0}\right)^{2}-\frac{a^{2}}{4}\) with \(a^{2}=T r \mu^{2}\). Since \(t(r) \rightarrow 0\) for \(r \rightarrow \infty\) we get \(\chi_{0}=\chi(\infty)\).

For vanishing NUT-parameter this is the electrically and magnetically charged Reissner-Nordstrøm solution. There is an interesting special case
\[
\begin{equation*}
a^{2}=0 \quad, \quad \hat{R}_{m n}=0 \quad, \quad t(r)=-\frac{1}{r} \tag{28}
\end{equation*}
\]
which is the extremal Reissner-Nordstrøm solution. The possibility to have a nontrivial \(\mu\) for \(T r \mu^{2}=0\) is due to the signature ( ++-- ) of \(S U(2,1) / S U(1,1) \times\) \(U(1)\). For pure gravity, where \(S=S L(2, R) / S O(2)\) with signature \((++)\) no such solution exists. The solution eq. (27) can be viewed from a different aspect, it defines maps
\[
\Sigma \xrightarrow{t} R^{1} \xrightarrow{\chi} S
\]
\(t(r)\) is a solution of \(\left(f^{2} t^{\prime}\right)^{\prime}=0\) which means it is a harmonic function on \(\Sigma\) relative to the metric \(\hat{h}\). \(\chi\) solves \(\frac{d}{d t}\left(\chi^{-1} \dot{\chi}\right)=0\), which is the equation for a geodesic of \(S\). The fact that the combined map \(\chi \circ t\) is harmonic is a special case of a

Theorem [11]: If \(t\) is harmonic and \(\chi\) is totally geodesic than \(\chi \circ t\) is harmonic.

\subsection*{3.3 STATIC, SINGLE BLACK-HOLE SOLUTIONS}

We know already from 3.1 that in order to have charge there must be sources ( \(=\) singularities). For static black-holes the following theorem holds.

Theorem 1: If a static black-hole is uncharged, then \(A_{\mu}\) vanishes pointwise.
This is a special case of a theorem for the larger class of theories mentioned in the introduction. A proof will be given in [15].

There is a well-known uniqueness theorem:
Theorem 2 (Israel [16]): The only static black-hole of Einstein's theory is the Schwarzschild solution.

Since by a Harrison transformation we can transform away the charge of a black-hole, i.e. transform a charged static black-hole into the Schwarzschild solution, we conclude conversely that any static, charged black-hole can be obtained by a Harrison transformation from the Schwarzschild solution. This yields just the Reissner-Nordstrøm solution. Hence we have obtained a uniqueness theorem for the latter solution without using axial symmetry.

\subsection*{3.4 STATIONARY, SINGLE BLACK-HOLES}

From Hawking's rigidity theorem [16] we may deduce that single black-holes are axially-symmetric. Our knowledge on such axially-symmetric single black-holes is again quite complete due to the following theorems

Theorem 3 (Robinson [17]): The Kerr solution is the only axially-symmetric, single, uncharged black-hole for a given mass and angular-momentum.

Theorem 4 (Mazur [18]): The Kerr-Newman solution is the only axiallysymmetric, single black-hole for a given mass, angular-momentum, electric and magnetic charge.

A similar theorem holds again for all the mentioned generalizations of Ein-
stein's theory \([18,15]\). Without the use of axial symmetry things are not so clear as for static solutions since the proof for the analogue of Theorem 1 given in [16] unfortunately contains a serious flaw [15].

\subsection*{3.5 CONFORM-STATIONARY SOLUTIONS}

It is highly remarkable that it is possible to superpose certain black-holes in a stationary fashion. The simplest example are extremal Reissner-Nordstrøm solutions with \(e_{i}=m_{i}\) mentioned above. They are characterized by \(\hat{\boldsymbol{R}}_{m n}=0\) (i.e. \(\hat{h}_{m n}=\delta_{m n}\) ) and \(\varphi(x)=-\sum \frac{m_{i}}{\left|x-x_{i}\right|}\). There is a more general family of solutions of this type - those of Israel-Wilson and Perjés [19] - given in terms of two harmonic functions, but the non-static ones have naked singularities [20]. The existence of these Bogomolny- type solutions is due to the fact - already mentioned above - that the signature of \(S U(2,1) / S U(1,1) \times U(1)\) is \((++--)\). This permits to find nontrivial \(\chi^{\prime}\) 's with light-like \(\chi^{-1} \partial \chi\). Analogous solutions exist again for more general theories [21,22]. There is an interesting connection of these solutions with supersymmetry \([23,24]\). Let us consider \(N=2\) supergravity whose bosonic part is the Einstein-Maxwell theory. A supersymmetric bosonic solution of this theory is characterized by the vanishing of all supercharges \(Q_{i}\) which is equivalent to the existence of a full set of super-covariantly constant spinors (Killing spinors). A Witten-type argument shows that this situation leads to Minkowski space as the unique solution. On the other hand it is possible to have only half of the \(\boldsymbol{Q}_{i}\) 's vanish, corresponding to a half-full set of Killing spinors. All these solutions are characterized by the

Theorem 5 (Tod [25]): The existence of one supercovariantly constant Dirac spinor (= half-full set) leads to the Israel-Wilson-Perjés class of solutions.

\section*{4 STATIONARY, AXIALLY-SYMMETRIC SOLUTIONS}

In order to describe stationary, axially-symmetric solutions we perform a further 'dimensional reduction' from 3 to 2 dimensions. This concerns only the dreibein \(\hat{e}_{m}{ }^{a}\) since all the other fields are already scalars in 3 dimensions. One has however the choice to use either the time-like or the space-like Killing vector to step down from 4 to 3 dimensions. As we have seen already this leads to a slightly different structure of the symmetric space of scalars, a pseudo-Riemannian versus a

Riemannian space. Lastly it turns out, however, that it is possible to incorporate both possibilities into a single representation leading to an infinite dimensional group of transformations acting on these solutions. Introducing isothermal coordinates the dreibein takes the form
\[
\hat{e}_{m}^{a}=\left(\begin{array}{lll}
h & &  \tag{29}\\
& h & \\
& & \rho
\end{array}\right)
\]
where \(\rho\) is a harmonic function on the remaining 2-dimensional space, which we can choose as a coordinate as long as \(\partial_{m} \rho \neq 0\). There is a conjugate harmonic function \(z\) leading to a natural system of cylindrical coordinates \((\rho, z)\). The equation for the 'matter' fields represented by the scalars taking values in \(S U(2,1) / S U(1,1) \times U(1)\) resp. \(S U(2,1) / S U(2) \times U(1)\) becomes
\[
\begin{equation*}
\left(\chi^{-1} \partial_{m} \chi\right)^{; m}=0 \longrightarrow \partial^{m}\left(\rho \chi^{-1} \partial_{m} \chi\right)=0 \tag{30}
\end{equation*}
\]
independent of \(h\). The equation (23a) can be integrated to yield \(h\) as a function of \(\chi(\rho, z)\) once the latter has been determined from eq. (30). The eq. (30) can be considered as integrability condition for the existence of a scalar potential \(\omega\)
\[
\begin{equation*}
\rho \chi^{-1} \partial_{m} \chi=\epsilon_{m}^{n} \partial_{n} \omega \tag{31}
\end{equation*}
\]

The generalized 'duality' transformation (remember that \(\sigma\) is the automorphism discussed above)
\[
\begin{equation*}
\delta \chi=\sigma(\omega) \chi-\chi \omega \tag{32}
\end{equation*}
\]
turns out to be a symmetry of eq. (30) because ( \(j_{m} \equiv \rho \chi^{-1} \partial_{m} \chi\) )
\[
\begin{equation*}
\delta j_{m}=-2 \rho^{*} j_{m}+\left[\omega, j_{m}\right] \tag{33}
\end{equation*}
\]
and hence
\[
\begin{equation*}
\partial^{m} \delta j_{m}=-2 \partial^{m} \rho^{*} j_{m}+\left[^{*} j^{m}, j_{m}\right]=0 \tag{34}
\end{equation*}
\]
since
\[
\partial_{m} j_{n}-\partial_{n} j_{m}+\rho^{-1}\left[j_{m}, j_{n}\right]-\rho^{-1} \partial_{m} \rho j_{n}+\rho^{-1} \partial_{n} \rho j_{m}=0
\]

The infinitesimal transformation eq. (32) can in fact be exponentiated with the help of some \(S U(2,1)\)-matrix \(U(s, \chi)=1-s \omega+o(s)\)
\[
\begin{equation*}
\chi(s)=\sigma\left(U(s, \chi)^{-1}\right) \chi(0) U(s, \chi) \tag{35}
\end{equation*}
\]
\(U\) has to fulfil the linear system of differential eqs. [26]:
\[
\begin{equation*}
\partial_{m} U=\frac{t}{1+t^{2}}\left({ }^{*} j_{m}-t j_{m}\right) U \tag{36}
\end{equation*}
\]
where \(t(s, \rho, z)=\frac{1}{\rho}\left(\frac{1}{2 s}-z-\sqrt{\left(\frac{1}{2 s}-z\right)^{2}+\rho^{2}}\right)\).
Apart from the fact that it is possible to create a 1 -parameter family of solutions from any given one, there is another, even more important aspect of these equations. The integrability conditions for the linear system eq. (36) are \(\partial^{m} j_{m}=0\) and the integrability condition for \(j_{m}=\rho \chi^{-1} \partial_{m} \chi\). Yet, \(\partial^{m} j_{m}=0\) is the equation of motion (30). This is reminiscent of the situation for completely integrable dynamical systems as e.g. the KdV- or the Sine-Gordon-equation [27]. In fact it turns out that the methods developped for the solution of these equations are also applicable in the present case. This has lead to a number of very interesting papers and to the construction of a large number of new exact solutions of Einstein's resp. of the Einstein-Maxwell equations. There are in particular the analogues of the multi-soliton solutions, the so-called multi-Kerr-solutions [28]. One might hope that among these there are stationary solutions describing charged, rotating black-holes in equilibrium, but this hope could not be materialized up to now.

The most general approach to the integration of eq. (30) is the Riemann-Hilbert-Method [29] derived from the Inverse-Scattering-Method so successful for the KdV- and Sine-Gordon equation [27]. The essential point is the presence of the 'spectral'-parameter \(t\) in the linear system eq. (36). As a consequence the differential \(\partial_{m} U(s) U(s)^{-1}\) belongs to the so-called affine Lie-algebra \(s u(2,1)^{(1)}\) [30]. The latter can be represented by formal a Laurent series in \(t\)
\[
\begin{equation*}
X(t)=\sum_{n=-\infty}^{+\infty} t^{n} X_{n} \quad \text { with } \quad X_{n} \in s u(2,1) \tag{37}
\end{equation*}
\]

In order to exponentiate the Lie-algebra elements in eq. (37) one has to introduce some notion of convergence for formal power series. In this case the most appropriate way is to require analyticity in a domain containing \(t=0\) [31]. The corresponding transformation group is that of the so-called Riemann-Hilbert-Transformations
[32]. A detailed description of this powerful tool will be given in another publication [33] initiated with the desire to clarify the connection between the various methods developped to construct all stationary axially-symmetric solutions of Einstein's equations.

\section*{A CKNO WLEDGEMENTS}

I profitted much from a collaboration with P. Breitenlohner and G.W. Gibbons. Some of the results presented in this lecture are due to this collaboration and will appear in separate publications.
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\section*{1. INTRODUCTION}

Non linear sigma models have been introduced in the 60'ties to describe low energy phenomena of field theory \({ }^{[1]}\). However, a four dimensional model could not be fermulated due to non renormalizability \({ }^{[2]}\).

The major discovery which promoted the models to an outstanding position in quantum field theory is the similarity between two dimensional non linear sigma models, and four dimensional non abelian gauge theories, both classically as wall as quantum mechanically. At the classical level we have the actions
\[
\begin{align*}
& S_{G}=-\frac{1}{4} \int\left\langle F_{r v} \mid F_{g r}\right\rangle g^{\mu r} g^{v \sigma} d^{4} x  \tag{1.1}\\
& S_{s n}=\frac{1}{2} \int g^{\mu \nu}\left\langle\partial_{\mu q} q \mid \partial_{v q}\right\rangle d^{2} x \tag{1.2}
\end{align*}
\]
or
\[
\begin{equation*}
S_{s M}=\frac{1}{2} \int g^{\mu \nu}\left\langle D_{\mu} g \mid D_{\nu} g\right\rangle d^{2} x \tag{1.3}
\end{equation*}
\]
presenting, among various similar mathematical properties in the context of differential geometry \({ }^{[3]}\), conformal invariance, non trivial topology if \(\pi_{2}(G / H) \neq 0\) for non linear sigma models, and if \(\pi_{3}(G) \neq 0\) for gauge theories. Quantum mechanically both class of models are asymptotically free. One expects that gauge theories confine, a property also believed to be true for sigma models whose gauge group \(H\) is not simple (has non trivial ideals), since this is the non factorizable case; this was shown for \(C P^{\mathrm{N}-1}\) [4] and Grassmannian models \({ }^{[5]}\).

Interaction with fermions can be implemented \([5,6]\). In general, for confining pure models, fermions are confined as well \({ }^{[6]}\). Nevertheless, if the interaction is defined in a geometrical way, in a sense to be defined later, the model has exact factorization properties, so that in general a factorizable S-matrix can be found \({ }^{[7]}\). In the \(C P^{N-1}\) and Grass mannian case this means that the gauge field no longer has a pole, and the long range confining force disappears, a conclusion that is probably true in general. The supersymmetric model is a particular case. It peresent a strong analogy with supersymmetric gauge theories in four dimension. Those models are probably no longer confining, what is true at least in the case of \(N=4\) supersymmetric Yang-Mills theory where the
\(\beta\) function vanishes \({ }^{[8]}\). In \(N=2\), the \(\beta\) function has no radiative corrections \({ }^{[9]}\), the same being true for supersymmetric sigma models \({ }^{[10]}\).

Also in four dimensions, sigma models turn out to be important. They appear in a natural way in extended supergravity [11], describing the spin zero sector of the theory. However, those sigma models are of the non compact type [12]. Instead of being a disease, this could cure the non renormalizability problem \({ }^{[13]}\), quantizing the negative metric field in a suitable way. This quantization procedure leads to a break of the non compact group into its maximal compact subgroup \({ }^{[14]}\).

\subsection*{2.1. Classical models and integrability}

Classical sigma models are defined in terms of fields \(q(x)\) mapping two dimensional Minkowski (or Euclidean) space time into a manifold M. with a free field Lagrangian. The necessary and sufficient condition for the sigma models to be integrable is that \(M\) is a pseudo-Riemannian symmetric space \({ }^{[15]}\). This means that \(M\) is a coset space, namely \(M=G / H\), where \(G\) is a connected Lie group with Lie algebra of, and \(H\) a closed subgroup with Lie subalgebra \(f\), such that the decomposition \(g=\eta+\eta\) holds, and the following commutation relations are true:
\[
[h, h] \subset h,[\hbar, m] \subset m
\]
and \([m, m] C \quad C\)
Symmetric spaces have a complete classification, analogous to the Martan list \({ }^{[16]}\).

The field configuration \(q(x)\) can be lifted to a field \(g(x)\) taking values in \(G\), subjected to the natural gauge equivalence
\[
\begin{equation*}
g_{2}(x) \sim g_{1}(x) \quad \text { iff } \quad q_{2}(x)=q_{1}(x) \tag{2.2}
\end{equation*}
\]
and there is a field \(h(x)\) taking values in \(H\), such that
\[
\begin{equation*}
g_{2}(x)=g_{1}(x) h(x) \tag{2.3}
\end{equation*}
\]

In terms of \(g(x)\) the lagrangian looks like the r.h.s. of (1.3).
The Lie algebra \(h\) can be decomposed in simple ideals
\[
\begin{equation*}
h=h^{0} \oplus h^{\prime} \oplus \ldots \oplus h^{r} \tag{2.4}
\end{equation*}
\]
so that
\[
\begin{equation*}
\theta=m \oplus H^{\circ} \oplus \ldots \ldots h^{r} \tag{2.5}
\end{equation*}
\]

The left translated derivative \(g^{-1} \partial_{\mu} g\) can be split into a gauge potential \(A_{\mu}\), lying in \(\oint\), and a gauge covariant object \(K_{\mu}\), lying in \(m\) :
\[
\begin{align*}
& A_{\mu}=\left(g^{-1} \partial_{\mu} g\right)_{g}  \tag{2.6}\\
& K_{\mu}=g^{-1} D_{\mu} g=\left(g^{-1} \partial_{\mu} g\right)_{\eta} \tag{2.7}
\end{align*}
\]

The gauge potential can be split into components along the ideals hi
\[
\begin{equation*}
A_{\mu}=A_{\mu}^{o}+\ldots+A_{\mu}^{r} \tag{2.8}
\end{equation*}
\]
and analogous formula holds for the corresponding field strengths:
\[
\begin{align*}
& F_{\mu \nu}=\partial_{\mu} A_{\nu}-\partial_{\nu} A_{\mu}+\left[A_{\mu}, A_{\nu}\right]=\sum_{i=0}^{r} F_{\mu \nu}^{(i)}  \tag{2.9a}\\
& F_{\mu \nu}^{i}=\partial_{\mu} A_{\nu}^{i}-\partial_{\nu} A_{\mu}^{i}+\left[A_{\mu}^{i}, A_{\nu}^{i}\right] \tag{2.9b}
\end{align*}
\]

We can also define the gauge invariant quantities
\[
\begin{equation*}
G_{\mu \nu}=g F_{\mu \nu} g^{-1} \tag{2,10a}
\end{equation*}
\]
(resp. \(G_{\mu \nu}^{(i)}\) )
\[
\begin{equation*}
J_{\mu \nu}=g D_{\mu} K_{\nu} g^{-1} \tag{2.10b}
\end{equation*}
\]
and
\[
\begin{equation*}
j_{\mu}=-g K_{\mu} g^{-1}=-D_{\mu} g g^{-1} \tag{2.10c}
\end{equation*}
\]

The last quantity corresponds to the Noether current of the models. This is explicited writing out the action in terms of the \(g\) fields, eq. (1.3), with the usual definition of the scalar product.

Due to the symmetric space structure of the manifold \(M\), if we take the horizontal and vertical parts of the identity
\[
\begin{equation*}
\partial_{\mu}\left(g^{-1} \partial_{\nu} g\right)-g^{-1} \partial_{\mu} g g^{-1} \partial_{\nu} g=\partial_{\nu}\left(g^{-1} \partial_{\mu} g\right)-g^{-1} \partial_{\nu} g g^{-1} \partial_{\mu} g \tag{2.11}
\end{equation*}
\]
we have, respectively
\[
\begin{align*}
& D_{\mu} K_{\nu}=D_{\nu} K_{\mu}  \tag{2.12a}\\
& F_{\mu \nu}=-\left[K_{\mu}, K_{\nu}\right] \tag{2.12b}
\end{align*}
\]

Also the following identities hold
\[
\begin{equation*}
\partial_{\mu} j_{\nu}=J_{\mu \nu}+G_{\mu \nu} \tag{2.13a}
\end{equation*}
\]
and
\[
\begin{equation*}
G_{\mu \nu}=-\left[j_{\mu}, j_{\nu}\right] \tag{2.13b}
\end{equation*}
\]

As a consequence
\[
\begin{equation*}
\partial_{\mu} \dot{j}_{\nu}-\partial_{\nu} \dot{j}_{\mu}+2\left[\dot{j}_{\mu}, \dot{j}_{\nu}\right]=0 \tag{2.14}
\end{equation*}
\]

This is the main result. It implies the integrability of the system of first order linear differential equations with a real parameter \(\lambda\)
\[
\begin{equation*}
\partial_{\mu} U^{(\lambda)}=U^{(\lambda)}\left\{j_{\mu}(1-c h \lambda)-\varepsilon_{\mu \nu} j^{\nu}{ }_{s} h \lambda\right\} \tag{2.15}
\end{equation*}
\]

An infinite number of local \({ }^{[17]}\) and non local \({ }^{[15]}\) conserved charges can be obtained. In particular, (2.14) immediately implies conservation of the first non local charge
\[
\begin{equation*}
Q^{(1)}(t)=\int d y_{1} d y_{2} \varepsilon\left(y_{1}-y_{2}\right) j_{0}\left(t, y_{1}\right) j_{0}\left(t, y_{2}\right)-\int d t j_{1}(t, y) \tag{2.16}
\end{equation*}
\]

\subsection*{2.2. Quantization and anomalies}

In order to have information about the dynamics of the model in the quantum theory, we shall make use of the first non local charge. For this purpose we shall now work in a faithful finite dimensional unitary representation of \(G^{[18]}\). This means that we are excluding non compact models from the discussion. We shall discuss those models later on as a special case. Thus we can substitute \(\mathrm{g}^{-1}\) (which depends non linearly on \(g\) ) by \(g^{+}\).

In order to define products of field operators at the same point, we are led to introduce a normal product prescription, which we denote by \(N[\theta(x)]\), where \(\theta(x)\) is a formal product of fields \({ }^{[19]}\). Inside normal products we have a constraint on the fields
\[
\begin{equation*}
N\left[g^{+} g \theta\right]=c N[\theta]=N\left[\theta g g^{+}\right] \tag{2.17}
\end{equation*}
\]
where \(c\) is a renormalization dependent constant \({ }^{[20]}\). Other constraints defining \(G\) as a subgroup of \(U(N)\) should be handled similarly. We also require that internal symmetry (namely global \(G\) transformation) and local H-gauge transformations are preserved by the normal product prescription.

Aiming at a correct definition of the first quantum non local charge, we examine the Wilson expansion of the commutator between two currents:
\[
\begin{equation*}
\left[j_{\mu}(x+\varepsilon), f_{\nu}(x)\right]=\sum_{k} C_{\mu \nu}^{(k)}(\varepsilon) N\left[\theta_{k}(x)\right] ;\left(\varepsilon^{2}<0\right) \tag{2.18}
\end{equation*}
\]

The correct (finite) definition of the quantum non local charge, requires a classification of the operators appearing in the right hand
side of (2.18). Because of asymptotic freedom \({ }^{[21]}\), they are classī̄ied by their naive dimension. The operators are constructed out of the field \(g\) (dimension zero) and the covariant derivative \(D_{\mu}\) (dimension 1). Because of (2.17), the gauge invariant operators \(\theta_{k}\) are \({ }^{[18]}\) :
dimension 1:
\[
j_{\mu}
\]
dimension 2: \(J_{\mu \nu} ; \partial_{\mu} j_{\nu}-\partial_{\nu} \partial_{\mu} ; G_{\mu \nu}^{(c)}\)
The Wilson expansion now reads:
\[
\begin{align*}
{\left[j_{\mu}^{\left.(x+\varepsilon), j_{\nu}(x-\varepsilon)\right]=}\right.} & \mathbb{C}_{\mu \nu}^{\rho}(\varepsilon) j_{\rho}(x)+D_{\mu \nu}^{\sigma \rho}(\varepsilon) \partial_{\rho} j_{\sigma}(x) \\
& +\sum_{i=0}^{r-1} D_{\mu \nu}^{\sigma \rho(i)}(\varepsilon) G_{\sigma \rho}(x) \tag{2.19}
\end{align*}
\]

Since the only operator of dimension1is the current \(f_{\mu}\), the finite quantum non local charge can be defined by means of a renormalization of the second term of the charge:
\[
Q^{(1)}=\lim _{\delta \rightarrow 0} Q_{\delta}^{(1)}=\lim _{\delta \rightarrow 0} \int_{\left|y_{1}-y_{2}\right| \geqslant \delta} d y_{1} d y_{2} \varepsilon\left(y_{1}-y_{2}\right) j_{0}\left(t, y_{1}\right) j_{0}\left(t, y_{2}\right)-z_{\delta} \int d y j_{1}(t, y)
\]
\[
\begin{equation*}
\text { with } z_{\delta}=\text { const. } \ln \mu \delta \tag{2.20}
\end{equation*}
\]
where the constant is model dependent and is chosen to make \(Q^{(1)}\) finite. The time derivative of the charge can be readily calculated. As a result of general principles (Lorentz covariance, current conservation locality and \(C, P, T\) conservation) the coefficients \(C, D\) can be determined \([22,23,24]\) and \(D^{i}\) can be shown to be proportional to \(\varepsilon_{\mu \nu} \varepsilon^{\rho \sigma}\). As a result
\[
\begin{equation*}
\frac{d Q}{d t}=\sum_{i \text { indep. }} a_{i} \int d y, \varepsilon^{\mu \nu} G_{\mu \nu}^{(i)}(t, y) \tag{2.21}
\end{equation*}
\]

This means that we have a very simple criterion for the existence of anomalies in pure non linear sigma models namely \({ }^{[18]}\) :
1) \(H\) is simple. There is no anomaly, and the charge is conserved. The quantum in and out charges are equal. Equality of their matrix elements determine the structure of the S-matrix. With a suitable ansatz for the bound states, we can define the exact S-matrix. This is done for the \(O(N) / S O(N-1)\) model \({ }^{[22]}\) (non linear \(\sigma\) model on the \(N-\) sphere and for the principal chiral model \({ }^{[25]}(\operatorname{SU}(N) \times \operatorname{SU}(N) / \operatorname{SU}(N))\). Results are discussed in the next section.
2) \(\quad\) h has non trivial ideals. The non local charge is not conserved. Anomaly coefficients can be calculated by a \(1 / \mathrm{N}\) expansion. In the known cases the anomaly obeys an Adler-Bardeen type theorem. This was done in \(\mathrm{CP}^{\mathrm{N}-1}[20,24]\) and Grassmann \({ }^{[5]}\) models.

\subsection*{2.3. Some exact \(S\)-matrices}

In the cases of models on a sphere \(S^{N-1}=O(N) / S O(N-1)\) and principal chiral model \(S U(N) x \operatorname{SU}(N) / S U(N)\), the non local charges are conserved and can be explicitly calculated in terms of in and out fields. For the principal model, due to the symmetry \(g \longleftrightarrow g^{+}\), we have in fact 2 Noether currents and 2 non local charges, both conserved. As a consequence of the conservation of the non local charge, the s-matrix is of factorizable type, not allowing pair production \({ }^{[26]}\). All S-matrix elements can be written as a product of \(2 \longrightarrow 2\) elements. We can use the equality of in and out charges to have a system of linear equations, since:
\[
\begin{align*}
& Q_{i n}^{i j}\left|m \theta_{1}, n \theta_{2}\right\rangle=\left(M_{i n}^{i j}\right)_{m n m^{\prime} n^{\prime}}\left|m^{\prime} \theta_{1} n^{\prime} \theta_{2}\right\rangle  \tag{2.22a}\\
& \left\langle m \theta_{1} n \theta_{2}\right| Q_{o u t}^{i g}=\left\langle m^{\prime} \theta_{1} n^{\prime} \theta_{2}\right|\left(M_{o u T}^{i j}\right)_{m n m^{\prime} n^{\prime}} \tag{2.22b}
\end{align*}
\]

We write the most general ansatz for the \(S\)-matrix and obtain the factorization equations. For the model \(s^{N-1}\) we have
\[
\begin{align*}
& \left\langle\theta_{1}^{\prime} k, \theta_{2}^{\prime} l \mid \theta_{1} i \theta_{2} j\right\rangle=\delta\left(\theta_{1}-\theta_{1}^{\prime}\right) \delta\left(\theta_{2}-\theta_{2}^{\prime}\right)\left\{\sigma_{1}(\theta) \delta^{k l} \delta^{i j}\right. \\
& \left.+\sigma_{2}(\theta) \delta^{i k} \delta \partial^{l}+\sigma_{3}(\theta) \delta^{k j} \delta^{i l}\right\}+\left(\theta_{1} \leftrightarrow \theta_{2}\right) \tag{2.23}
\end{align*}
\]
and as a result of the linear system implied by the charge conservation
\[
\begin{align*}
& \sigma_{3}=\frac{-2 i \pi}{(N-2) \theta} \sigma_{2}  \tag{2.24a}\\
& \sigma_{1}=\frac{-2 i \pi}{(N-2)(i \pi-\theta)} \sigma_{2} \tag{2.24b}
\end{align*}
\]
where \(\theta=\theta_{1}-\theta_{2}\)

Using general properties of the \(S\)-matrix, and absence of bound states, we obtain \({ }^{[26]}\)
\[
\begin{equation*}
\sigma_{2}(\theta)=\frac{\Gamma\left(\frac{1}{N-2}+\frac{\theta}{2 \pi i}\right) \Gamma\left(\frac{1}{2}+\frac{\theta}{2 \pi i}\right) \Gamma\left(\frac{1}{2}+\frac{1}{N-2}-\frac{\theta}{2 \pi i}\right) \Gamma\left(1-\frac{\theta}{2 \pi i}\right)}{\Gamma\left(\frac{\theta}{2 \pi i}\right) \Gamma\left(\frac{1}{2}+\frac{1}{N-2}+\frac{\theta}{2 \pi i}\right) \Gamma\left(\frac{1}{2}-\frac{\theta}{2 \pi i}\right) \Gamma\left(1+\frac{1}{N-2}-\frac{\theta}{2 \pi i}\right)} \tag{2.25}
\end{equation*}
\]
which can be verified up to 2 'nd order in a \(1 / \mathrm{N}\) expansion \({ }^{[27]}\).
For the principal model we have the more complicated \(\operatorname{SU}(\mathrm{N}) \mathrm{x} \operatorname{SU}(\mathrm{N})\) invariant ansatz:
\[
\begin{aligned}
& \left\langle\theta_{1}^{\prime} c_{1}^{\prime} \alpha_{1}^{\prime}, \theta_{2}^{\prime} c_{2}^{\prime} \alpha_{2}^{\prime} \mid \theta_{1} c_{1} \alpha_{1}, \theta_{2} c_{2} \alpha_{2}\right\rangle=\delta\left(\theta_{1}-\theta_{1}^{\prime}\right) \delta\left(\theta_{2}-\theta_{2}^{\prime}\right)\left\{\left[u_{1}(\theta) \delta^{c_{1} c_{1}^{\prime}} \delta^{c_{2} c_{2}^{\prime}}+\right.\right. \\
& \left.\left.+u_{2}(\theta) \delta^{c_{1} c_{2}^{\prime}} \delta^{c_{2} c_{1}^{\prime}}\right] \delta^{\alpha_{1} \alpha_{1}^{\prime}} \delta^{\alpha_{2} \alpha_{2}^{\prime}}+\left[u_{3}(\theta) \delta^{c_{1} c_{1}^{\prime}} \delta^{c_{2} c_{2}^{\prime}}+u_{4}(\theta) \delta^{c_{1} c_{2}^{\prime}} \delta_{2}^{c_{1}^{\prime}}\right] \delta^{\alpha_{1} \alpha_{2}^{\prime}} \delta^{\alpha_{2} \alpha_{1}^{\prime}}\right\} \\
& +\delta\left(\theta_{1}-\theta_{2}^{\prime}\right) \delta\left(\theta_{2}-\theta_{1}^{\prime}\right)\left\{\left[u_{1}(\theta) \delta^{c_{1} c_{2}^{\prime}} \delta^{c_{2} c_{1}^{\prime}}+u_{2}(\theta) \delta^{c_{1} c_{1}^{\prime}} \delta^{c_{2} c_{2}^{\prime}}\right] \delta^{\alpha_{1} \alpha_{2}^{\prime}} \delta^{\alpha_{2} \alpha_{1}^{\prime}}\right. \\
& \left.+\left[u_{3}(\theta) \delta^{c_{1} c_{2}^{\prime}} \delta^{c_{2} c_{1}^{\prime}}+u_{4}(\theta) \delta^{c_{1} c_{1}^{\prime}} \delta^{c_{2} c_{2}^{\prime}}\right] \delta^{\alpha_{1} \alpha_{1}^{\prime}} \delta^{\alpha_{2} \alpha_{2}^{\prime}}\right\}
\end{aligned}
\]
\[
\left\langle\bar{\theta}_{1}^{\prime} \bar{c}_{1}^{\prime} \bar{\alpha}_{1}^{\prime}, \theta_{2} c_{2} \alpha_{2} \mid \bar{\theta}_{1} \bar{c}_{1} \bar{\alpha}_{1}, \theta_{2} c_{2} \alpha_{2}\right\rangle=\delta\left(\theta_{1}-\theta_{1}^{\prime}\right) \delta\left(\theta_{2}-\theta_{2}^{\prime}\right)\left\{\left[t_{1}(\theta) \delta^{c_{1} c_{1}^{\prime}} \delta^{c_{2} c_{2}^{\prime}}+\right.\right.
\]
\[
\left.\left.+t_{2}(\theta) \delta^{c_{1} c_{2}} \delta^{c_{1}^{\prime} c_{2}^{\prime}}\right] \delta^{\alpha_{1} \alpha_{1}^{\prime}} \delta^{\alpha_{2} \alpha_{2}^{\prime}}+\left[t_{3}(\theta) \delta^{c_{1} c_{1}} \delta^{c_{2} c_{2}^{\prime}}+t_{4}(\theta) \delta^{c_{1} c_{2}} \delta^{c_{1}^{\prime} c_{2}^{\prime}}\right] \delta^{\alpha_{1} \alpha_{2}} \delta^{\alpha_{1}^{\prime} \alpha_{2}^{\prime}}\right\}
\]
\[
+\delta\left(\theta_{1}-\theta_{2}^{\prime}\right) \delta\left(\theta_{2}-\theta_{1}^{\prime}\right)\left\{\left[r_{1}(\theta) \delta^{c_{1} c_{1}^{\prime}} \delta^{c_{2} c_{2}^{\prime}}+r_{2}(\theta) \delta^{c_{1} c_{2}} \delta^{c_{1}^{\prime} c_{2}^{\prime}}\right] \delta^{\alpha_{1} \alpha_{1}^{\prime}} \delta^{\alpha_{2} \alpha_{2}^{\prime}}\right.
\]
\[
+\left[r_{3}(\theta) \delta^{c_{1} c_{1}^{\prime}} \delta^{c_{2} c_{2}^{\prime}}+r_{4}(\theta) \delta^{c_{1} c_{2}} \delta^{c_{1}^{\prime} c_{2}^{\prime}}\right] \delta^{\alpha_{1} \alpha_{2}} \delta^{\alpha_{1}^{\prime} \alpha_{2}^{\prime}}
\]
where \(\theta=\theta_{1}-\theta_{2}\).
From the non local charge conservation, and the symmetry \(g \longleftrightarrow g^{-1}\) (implying the existence of a second non local charge) we obtain:
\[
\begin{align*}
& u_{2}(\theta)=-(2 \pi i / N \theta) u_{1}(\theta), u_{4}(\theta)=-(2 \pi i / N \theta) u_{3}(\theta) \\
& t_{2}(\theta)=-[2 \pi i / N(i \pi-\theta)] t_{1}(\theta), t_{4}(\theta)=-[2 \pi i / N(i \pi-\theta)] t_{3}(\theta) \\
& r_{2}(\theta)=r_{4}(\theta)=0 \\
& u_{2}(\theta)=u_{3}(\theta), \quad t_{2}(\theta)=t_{3}(\theta), r_{1}(\theta)=r_{3}(\theta)=0 \tag{2.28}
\end{align*}
\]

Using an argument similar to those followed to obtain \(Z_{n}[28]\) and chiral Gross-Neveu \({ }^{[29]}\) S-matrices, we use the unity determinant condition
\[
\begin{equation*}
\operatorname{det} g=\varepsilon^{i_{1} \ldots i_{N}} g_{i_{i_{1}}} \ldots . . g_{i_{N}}=1 \tag{2.29}
\end{equation*}
\]
interpreting it as the fact that an antiparticle is the bound state of N -1 particles. This implies, by the fusion method \({ }^{[30] \text {, the bound state }}\) spectrum
\[
\begin{equation*}
m_{n}=m \frac{\sin n \pi / N}{\sin \pi / N} \tag{2.30}
\end{equation*}
\]
and
\[
\begin{equation*}
u_{1}(\theta)=\frac{\operatorname{sh} \frac{1}{2}\left(\theta+\frac{2 \pi i}{N}\right)}{\operatorname{sh} \frac{1}{2}\left(\theta-\frac{2 \pi i}{N}\right)}\left\{\frac{\Gamma\left(\frac{1}{N}+\frac{\theta}{2 \pi i}\right) \Gamma\left(1-\frac{\theta}{2 \pi i}\right)}{\Gamma\left(\frac{\theta}{2 \pi i}\right) \Gamma\left(1+\frac{1}{N}-\frac{\theta}{2 \pi i}\right)}\right\}^{2} \tag{2.31}
\end{equation*}
\]

Note that for \(N=2\) this is in accordance with the \(O(4)\) result above. Also the result can be verified using the Bethe ansatz \({ }^{[31]}\).

\section*{3. INTERACTION WITH FERMIONS}
3.1. Classical model

The fermionic sector of the non linear sigma models can be specified by choosing a definite representation of the gauge group \(H\). According to each case we can derive explicit expressions for the composite fields \({ }^{B} \mu\) and \({ }_{\gamma_{\mu}}^{M}\), defined by
\[
\begin{align*}
& \left(B_{\mu}, x\right)=-\frac{i}{2} \bar{\psi} \gamma_{\mu} x \psi, \quad x \in H  \tag{3.1a}\\
& \gamma_{\mu}^{M}=g B_{\mu} g^{-1} \tag{3.1b}
\end{align*}
\]

For the Grassmannian models, as a very general example (notation as in (5))
\[
\begin{equation*}
f_{\mu}^{M}=z B_{\mu}^{z} z^{+}+y B_{\mu}^{y} y^{+} \tag{3.2}
\end{equation*}
\]

The Lagrangian is defined as a sum of the pure non linear sigma model Lagrangian, the (gauge-covariantized) free fermion Lagrangian and a fermion self interaction \(-1 / 4\left(B_{\mu}, B^{\mu}\right)\).

The representation of \(H\) we choose, determines further physical properties of the model. We have two main interesting cases, namely the fundamental and the adjoint representations.

If the fermion \(\psi\) transforms according to the fundamental representaction of \(H\)
\[
\psi \rightarrow h^{-1} \psi
\]
with covariant derivatives
\[
\begin{equation*}
D_{\mu} \psi=\partial_{\mu} \psi+A_{\mu} \psi \tag{3.3}
\end{equation*}
\]
the Lagrangian reads
\[
\begin{equation*}
L=g^{\mu \nu}\left(D_{\mu} g, D_{\nu} g\right)-\frac{i}{2} \Psi \leftrightarrows \mathscr{D} \psi-\frac{1}{4} g^{\mu \nu}\left(B_{\mu}, B_{\nu}\right) \tag{3.4}
\end{equation*}
\]

The Noether current is given by
\[
\begin{equation*}
J_{\mu}=\partial_{\mu}+\partial_{\mu}^{M} \tag{3.5}
\end{equation*}
\]
where
\[
j_{\mu}^{M}=i z \bar{\psi} \gamma_{\mu} \psi \bar{z}
\]
satisfying the condition
\[
\begin{equation*}
\partial \mu\left(J_{\nu}+\jmath_{\nu}^{M}\right)-\partial_{\nu}\left(J_{\mu}+\jmath_{\mu}^{M}\right)+2\left[J_{\mu}, J_{\nu}\right]=0 \tag{3.6}
\end{equation*}
\]
implying compatibility of the system \({ }^{[32]}\)
\[
\begin{align*}
\partial_{\mu} U^{(\lambda)}= & U^{(\lambda)}\left\{(1-c h \lambda) \partial_{\mu}-\operatorname{sh} \lambda \varepsilon_{\mu \nu} \gamma^{\nu}+\right. \\
& \left.+\frac{1}{2}(1-\operatorname{ch} 2 \lambda) \partial_{\mu}^{M}-\frac{1}{2} \operatorname{sh} 2 \lambda \varepsilon_{\mu v} \gamma^{\nu M}\right\} \tag{3.7}
\end{align*}
\]
and conservation of the charge
\[
\begin{equation*}
Q^{(1)}=\int d y_{1} d y_{2} \varepsilon\left(y_{1}-y_{2}\right) J_{0}\left(t_{1} y_{1}\right) J_{0}\left(t_{1} y_{2}\right)-\int d y\left(J_{1}\left(t_{1} y\right)+j_{1}^{M}\left(t_{1} y\right)\right) \tag{3.8}
\end{equation*}
\]

In this case we can define a new gauge field, in the Grassmann model \({ }^{[5]}\left(\mathrm{CP}^{\mathrm{N}-1}\right.\) as a particular cast \(\oplus^{[33]}\) )
\[
\begin{align*}
& \tilde{A}_{\mu}=A_{\mu}+\frac{i}{2} \bar{\psi}^{z} \gamma_{\mu} \psi^{z}  \tag{3.9a}\\
& J_{\mu}=\partial_{\mu}\left(\tilde{A}_{\mu}\right) \tag{3.9b}
\end{align*}
\]
and covariant derivatives \(\tilde{D}_{\mu}\) accordingly. The Lagrangian takes the extremely simple form
\[
\begin{equation*}
\mathcal{L}=\overline{\widetilde{D}_{\mu} z} \tilde{D}^{\mu} z+i \bar{\psi} \tilde{D} \psi \tag{3.10}
\end{equation*}
\]

The adjoint representation is not less interesting. In that case we can redefine the fermion field
\[
\begin{equation*}
\tilde{\psi}=g \psi \tag{3.11}
\end{equation*}
\]
which transforms just like the \(g\) field itself under gauge as well as global symmetry transformation. Writing explicitly the Lagrangian density in the case of \(U(N)\) symmetry we obtain
\[
\begin{equation*}
\alpha=\overline{\tilde{D}_{\mu} z} \tilde{D}^{\mu} z+i \tilde{\widetilde{\psi}} \tilde{D} \tilde{\psi}+\frac{1}{4}\left[(\overline{\tilde{\psi}} \tilde{\psi})^{2}-\left(\overline{\tilde{\psi}} \gamma_{5} \psi\right)^{2}\right] \tag{3.12}
\end{equation*}
\]
with
\[
z^{+} \tilde{\psi}=0=\tilde{\psi}^{+}
\]
which is the Lagrangian and constraints of the supersymmetric model! Supersymmetry happens to appear naturally just choosing a representation for the fermions under the gauge group.

Again integrability follows, and the non local charge is conserved, where in case of \(U(N)\) symmetry
\[
\begin{align*}
& J_{\mu}=\jmath_{\mu}+j_{\mu}^{M}  \tag{3.13a}\\
& y_{\mu}^{M i j}=-i z^{i a} \overline{\tilde{\psi}}_{a}^{k} \gamma_{\mu} \widetilde{\psi}_{b}^{k} \bar{z}^{j}-i \overline{\widetilde{\psi}}_{a}^{i} \gamma_{\mu} \tilde{\psi}_{a}^{j} \tag{3.13b}
\end{align*}
\]
and (3.8) for \(Q\).

\subsection*{3.2. Quantization and cancellation of anomalies}

The most striking feature of non linear sigma models interacting with fermions in a minimal or supersymmetric way is the exact cancellation of
the anomaly (2.21) with the Adler anomaly of axial current divergence [33,24]. In order to prove this statement we proceed along the following. We first write the Wilson expansion to be used in the definition of the quantum non local charge in the minimal (M) and supersymmetric (S) cases:
\[
\text { (M) } \begin{align*}
{\left[J_{\mu}(x+\varepsilon), J_{\nu}(x)\right]=} & \mathbb{C}_{\mu \nu}^{\rho}(\varepsilon) J_{\rho}(x)+D_{\mu \nu}^{\sigma \rho}(\varepsilon) \partial_{\sigma} J_{\rho}(x) \\
& +\frac{N}{\pi} G_{\mu \nu}(x)+N\left[J_{\mu}, J_{\nu}\right] \tag{3.14}
\end{align*}
\]
(S) \(\left[J_{\mu}(x+\varepsilon), J_{\nu}(x)\right]=\mathbb{C}_{\mu \nu}^{\rho}(\varepsilon) J_{\rho}(x)+\mathbb{D}_{\mu \nu}^{\sigma \rho}(\varepsilon) \partial_{\sigma} J_{\rho}(x)\)
\[
\begin{align*}
& +\mathbb{C}_{\mu \nu}^{\prime \rho}(\varepsilon) i_{\rho}(x)+\mathbb{D}_{\mu \nu}^{\prime \sigma \rho}(\varepsilon) \partial_{\sigma} i_{\rho}(x) \\
& +\frac{N}{\pi} G_{\mu \nu}(x)+N\left[J_{\mu_{1}} J_{\nu}\right] \tag{3.15}
\end{align*}
\]

Note that presence of the finite part. In the pure case it is simply equal: to \(\bar{z} z\left(\partial_{\mu} J_{\nu}-\partial_{\nu} J_{\mu}\right)\), which can either be included in the coefficient \(D_{\mu \nu}^{\sigma \rho}\) or be put zero by defining \([20] \quad \bar{z} z=0\). In the case with fermions this is no longer true, since ec. (3.6) contains the divergence of the axial current, and must be replaced by
\[
\begin{equation*}
\partial_{\mu}\left(J_{\nu}+\jmath_{\nu}^{M}\right)-\partial_{\nu}\left(J_{\mu}+\jmath_{\mu}^{M}\right)+2\left[J_{\mu}, J_{\nu}\right]=-\frac{N}{\pi} G_{\mu \nu} \tag{3.16}
\end{equation*}
\]
and there is an exact cancellation in the Wilson expansion, so that the quantum non local charges
\[
\begin{align*}
Q= & \int d y_{1} d y_{2} \varepsilon\left(y_{1}-y_{2}\right) J_{0}\left(t, y_{1}\right) J_{0}\left(t, y_{2}\right)+z \int d y J_{1}(t, y)  \tag{M}\\
& +i \int d y z \bar{\psi} \gamma_{1} \psi_{\bar{z}(t, y)} \tag{3.17}
\end{align*}
\]
(S) \(\quad Q=\int d_{y_{1}} d_{y_{2}} \varepsilon\left(y_{1}-y_{2}\right) J_{0}\left(t, y_{1}\right) J_{0}\left(t, y_{2}\right)+Z \int d y\left(J_{1}+i_{1}\right)(t, y)\)
\[
\begin{equation*}
+i \int d y z \bar{\psi} \gamma_{1} \psi \bar{z}(t, y) \tag{3.18}
\end{equation*}
\]
are conserved.

\subsection*{3.3. Exact S-matrices}

Using the fact that non local charges are conserved, we can proceed along the steps followed in non anomalous pure non linear o models and calculate the \(s\)-matrix of each model.

For the \(C P^{\mathrm{N}-1}\) models with minimal fermions we can construct the S matrix for the bosonic sector. The asymptotic charge is \({ }^{[17]}\)
\[
\begin{align*}
Q_{\text {inur) }}^{i j} & =+\underset{(-)}{N} \int d \mu\left(p_{1}\right) d \mu\left(p_{2}\right) \tilde{E}\left(p_{1}-p_{2}\right):\left[b^{i+}\left(p_{1}\right) b^{k}\left(p_{1}\right)-\right. \\
& \left.-a^{k+}\left(p_{1}\right) a^{i}\left(p_{1}\right)\right]\left[a^{j+}\left(p_{2}\right) a^{k}\left(p_{2}\right)-b^{k+}\left(p_{2}\right) b^{j}\left(p_{2}\right)\right]:+ \\
& +\frac{1}{i \pi} \int d \mu(p) \ln \frac{p^{0}+p}{m}\left[b^{i+}(p) b^{j}(p)-a^{j+}(p) a^{i}(p)\right] \tag{3.19}
\end{align*}
\]
with \(d \mu(p)=\frac{d p}{2 \pi^{2} p^{0}} \quad\), and \(b, b^{+}, a, a^{+}\)are the creation and annihilation operators of the \(z\) field. Conservation leads to the factorizable s-matrix
\[
\begin{align*}
\left\langle k \theta_{1}^{\prime}, l \theta_{2}^{\prime} \mid i \theta_{1}, j \theta_{2}\right\rangle= & \delta\left(\theta_{1}-\theta_{1}^{\prime}\right) \delta\left(\theta_{2}-\theta_{2}^{\prime}\right)\left\{u_{1}(\theta) \delta_{i k} \delta_{j l}+u_{2}(\theta) \delta_{i \ell} \delta_{j k}\right\}  \tag{3.20}\\
& +\left(\theta_{1} \longleftrightarrow \theta_{2}, i \hookleftarrow j\right)
\end{align*}
\]

with
\[
\begin{equation*}
t_{1}(\theta)=\frac{\Gamma\left(\frac{1}{2}+\frac{\theta}{2 \pi i}\right) \Gamma\left(\frac{1}{2}+\frac{1}{N}-\frac{\theta}{2 \pi i}\right)}{\Gamma\left(\frac{1}{2}-\frac{\theta}{2 \pi i}\right) \Gamma\left(\frac{1}{2}+\frac{1}{N}+\frac{\theta}{2 \pi i}\right)} \tag{3.22}
\end{equation*}
\]
a result that can be checked by the \(1 / \mathrm{N}\) expansion \({ }^{[34]}\). Physically, the charges are set free due to the screening of the fermion condensate. Note that the above s-matrix does not have bound states. For \(N=2\) this is in contrast to the pure \(C P^{1}\) model, which is exactly soluble \({ }^{[35]}\), and whose bound states have the s-matrix of the \(O(3)\) non linear \(\sigma\) model.

The supersymmetric model is more interesting. The asymptotic charge is
\[
\begin{align*}
Q_{\text {(OUT) }}^{i j} & =\stackrel{+}{(-)} \frac{1}{N} \int d \mu\left(p_{1}\right) d \mu\left(p_{2}\right) \tilde{\varepsilon}\left(p_{1}-p_{2}\right):\left[b^{i+}\left(p_{1}\right) b^{k}\left(p_{1}\right)-\right. \\
& \left.-a^{k+}\left(p_{1}\right) a^{i}\left(p_{1}\right)+d^{i+}\left(p_{1}\right) d^{k}\left(p_{1}\right)-c^{k+}\left(p_{1}\right) c^{i}\left(p_{1}\right)\right]\left[a^{j+}\left(p_{2}\right) a^{k}\left(p_{2}\right)\right. \\
& \left.-b^{j+}\left(p_{2}\right) b^{k}\left(p_{2}\right)+c^{j+}\left(p_{2}\right) c^{k}\left(p_{2}\right)-d^{j+}\left(p_{2}\right) d^{k}\left(p_{2}\right)\right]:+ \\
& +\frac{1}{i \pi} \int d \mu(p) \ln \frac{p^{j}+p}{m}\left[b^{i+}(p) b^{j}(p)-a^{j+}(p) a^{i}(p)+\right. \\
& \left.+d^{j+}(p) d^{j}(p)-c^{j+}(p) c^{i}(p)\right] \tag{3.23}
\end{align*}
\]
and a factorizable s-matrix for both fermions and bosons can be computed:
\[
\begin{align*}
\left\langle b_{\beta}\left(\theta_{1}^{\prime}\right) b_{\delta}\left(\theta_{2}^{\prime}\right) \mid b_{\alpha}\left(\theta_{1}\right) b_{\gamma}\left(\theta_{2}\right)\right\rangle= & \delta\left(\theta_{1}-\theta_{1}^{\prime}\right) \delta\left(\theta_{2}-\theta_{2}^{\prime}\right)_{\alpha \gamma} V_{\beta \delta}(\theta) \\
& +\delta\left(\theta_{1}-\theta_{2}^{\prime}\right) \delta\left(\theta_{2}-\theta_{1}^{\prime}\right) \alpha \gamma V_{\delta \beta}(\theta) \tag{3.24}
\end{align*}
\]
\(\begin{aligned}\left\langle f_{\beta}\left(\theta_{1}^{\prime}\right) f_{\delta}\left(\theta_{2}^{\prime}\right) \mid f_{\alpha}\left(\theta_{1}\right) f_{\gamma}\left(\theta_{2}\right)\right\rangle= & \delta\left(\theta_{1}-\theta_{1}^{\prime}\right) \delta\left(\theta_{2}-\theta_{2}^{\prime}\right) \alpha \gamma U_{\beta \delta}(\theta) \\ & -\delta\left(\theta_{1}-\theta_{2}^{\prime}\right) \delta\left(\theta_{2}-\theta_{1}^{\prime}\right)_{\alpha \gamma} U_{\delta \beta}(\theta)\end{aligned}\)
\(\left\langle f_{\beta}\left(\theta_{1}^{\prime}\right) b_{\delta}\left(\theta_{2}^{\prime}\right) \mid f_{\alpha}\left(\theta_{1}\right) b_{\gamma}\left(\theta_{2}\right)\right\rangle=\delta\left(\theta_{1}-\theta_{1}^{\prime}\right) \delta\left(\theta_{2}-\theta_{2}^{\prime}\right){ }_{\alpha \gamma} C_{\beta \delta}(\theta)\)
\[
\begin{equation*}
-\delta\left(\theta_{1}-\theta_{2}^{\prime}\right) \delta\left(\theta_{2}-\theta_{i}^{1}\right)_{\alpha \gamma} D_{\beta \delta}(\theta) \tag{3.26}
\end{equation*}
\]
with \(V, U, C\), and \(D\) given by
\[
\begin{equation*}
\alpha V_{\beta \delta}(\theta)=v_{1}(\theta) \delta_{\alpha \beta} \delta_{\gamma \delta}+v_{2}(\theta) \delta_{\alpha \delta} \delta_{\gamma \beta} \tag{3.27}
\end{equation*}
\]
(analogously for \(U, u_{1}, u_{2}, C, c_{1}, c_{2}, D, d_{1}, d_{2}\) ) and the backward particle-antiparticle scattering amplitudes vanish.

Other particle-antiparticle amplitudes are obtained from crossing.
\[
\begin{align*}
& v_{1}(\theta)=\frac{\sin [(\pi / 2)(\theta / \pi i-2 / N)]}{\sin (\theta / 2 i)} C_{1}(\theta)  \tag{3.28}\\
& u_{1}(\theta)=\frac{\sin (\pi / 2)(\theta / \pi i+2 / N)}{\sin (\theta / 2 i)} C_{1}(\theta)  \tag{3.29}\\
& d_{1}(\theta)=-\frac{\sin \pi / N}{\sin \theta / 2 i} C_{1}(\theta) \tag{3.30}
\end{align*}
\]
\[
\begin{equation*}
C_{1}(\theta)=\prod_{l=0}^{\infty} \frac{\Gamma(\theta / 2 \pi i+1 / N+l) \Gamma(1-\theta / 2 \pi i+l) \Gamma(\theta / 2 \pi i-1 / N+l) \Gamma(1-\theta / 2 \pi i+l)}{\Gamma(1-\theta / 2 \pi i+1 / N+l) \Gamma(\theta / 2 \pi i+l) \Gamma(1-\theta / 2 \pi i-1 / N+l) \Gamma(\theta / 2 \pi i+l)} \tag{3.31}
\end{equation*}
\]

The mass spectrum is
\[
\begin{equation*}
m_{l=} \frac{m \frac{\sin l \pi / N}{\sin \pi / N} \quad l=1, \ldots, N-1}{} \tag{3.32}
\end{equation*}
\]

This can also be verified in a \(1 / n\) expansion \({ }^{[36]}\). It has the interesting property that the antiboson is a bound state of \(n-1\) fermions and the antifermion is a bound state of \(n-2\) bosons and 1 fermion. In fact the \(S\)-matrix was constructed to obey this fact, in a way analegous to the solution of the chiral Gross-Neveu model \({ }^{[29]}\). This is related to the screening of the chirality for physical fermions, which are massive and unconfined, the confining force being screened by chirality \({ }^{[29]}\).

We should point out that the above construction does not work for Grassmann models, because the non local charge does not provide enough information. Only information about color singlets is given \({ }^{[5]}\).

The S-matrix for the supersymmetric \(O(N)\) model is also known, but will not be presented here [37].

\section*{4. WESS-ZUMINO INTERACTION AND NON ABELIAN BOSONIZATION}

Among the non linear sigma models, the principal model seems to be one of big importance and interest. It presents a chiral symmetry
\(\operatorname{SU}(N) x, S U(N)\), and has a highly non trivial \(1 / N\) expansion, the lowest order being represented by the sum of planar graphs, just like four dimensional non abelian gauge theories \({ }^{[38]}\). In spite of this fact, the exact \(S\)-matrix is very simple \([25,31]\), being expandable in an asymptotic series of \(1 / \mathrm{N}\). In four dimensions the chiral model summed with a wessZumino term \({ }^{391}\) is a phenomenological. low energy action for baryons \({ }^{[40]}\). In two dimensions the \(\beta\) function of the model is vanishing, if we fix the coefficient of the chiral term in a suitable way [41] and the Kac-Moody algebra obeyed by the current is the same as that of a curren of a free fermion multiplet.

The model is defined by the action
\[
\begin{align*}
& S=\frac{1}{4 \lambda^{2}} \int d^{2} x \operatorname{tr} \partial \mu g^{-1} \partial^{\mu} g+n \Gamma^{\mu}  \tag{4.1a}\\
& \Gamma=\frac{1}{24 \pi} \int_{B} d^{3} y \varepsilon^{i j k} \operatorname{tr} g^{-1} \partial_{i} g g^{-1} \partial_{j} g g^{-1} \partial_{k} g \tag{4.1b}
\end{align*}
\]
\(B\) is a ball with two dimensional (compactified) space as boundary. \(\Gamma\) is the Wess-Zumino term. The scale invariant case corresponds to \(\lambda^{2}=4 \pi / n\).

For general values of \(\lambda\), the exact \(S\)-matrix of the model has been computed using the Bethe ansatz [42].

For the scale invariant model, we can have further information by a new kind of bosonization procedure, in which the equivalence of the model to a free fermion theory is proved \({ }^{[43]}\). In an operator language this is done by the following steps.

We define a free fermion theory
\[
\begin{equation*}
\mathscr{L}=i \vec{\psi}_{j} \partial \psi_{j} \tag{4.2}
\end{equation*}
\]
with \(\psi\), belonging to the fundamental representation of \(\operatorname{su}(N)\). We can define the currents
\[
\begin{equation*}
J_{ \pm i j}^{F}(x)=: \psi_{ \pm i(x)}^{+} \psi_{ \pm j}(x): \tag{4.3}
\end{equation*}
\]

We define also the composite operator
\[
\begin{equation*}
g_{i j}(x)=\mu^{-1}: \psi_{-i}^{+}(x) \psi_{+j}(x): \tag{4.4}
\end{equation*}
\]

We analyze the operator product expansion of
\[
\begin{equation*}
J_{+i j}^{B}(x ; \varepsilon)=\frac{i}{2 \pi} g_{i k}^{-1}(x+\varepsilon) \partial_{+} g_{k j}(x) \tag{4.5}
\end{equation*}
\]
and
\[
\begin{equation*}
J_{-i j}^{B}(x ; \varepsilon)=-\frac{i}{2 \pi} \partial_{-} g_{i k}(x+\varepsilon) g_{k j}^{-1}(x) \tag{4.6}
\end{equation*}
\]

We define (as usual [44], the currents \(J_{ \pm}^{B}{ }_{i j}(x)\) as being the most divergent term of the operator product expansion of \(J_{ \pm i j}^{B}(x ; \varepsilon)\), disregarding a trivial c-number:
\[
\begin{equation*}
J_{ \pm i j}^{B}(x)=\lim _{\varepsilon \rightarrow 0}\left(\mu \varepsilon_{ \pm}\right)\left[J_{ \pm i j}^{B}(x ; \varepsilon)-\langle 0| J_{ \pm i j}^{B}(x ; \varepsilon)|0\rangle\right] \tag{4.7}
\end{equation*}
\]

We verify that
\[
\begin{equation*}
J_{ \pm i j}^{B}(x)=J_{ \pm i j}^{F}(x) \tag{4.8}
\end{equation*}
\]

As a consequence, the Hamiltonian is also the same for both [45] (fermionic and bosonic) cases. The bosonic equations of motion correspond to those of the scale invariant model, and all Green functions can be explicitly computed. This bosonization prescription can also be carried out by other methods \({ }^{[46]}\).
5. CONCLUSION AND OUTLOOK

Besides the striking similarity to non Abelian theories, one of the most attractive features of non linear \(\sigma\) models is their integrability. Most striking is the integrability of supersymmetric models (or generally for models with fermions), since this is the case where finiteness, or at least a better ultraviolet behavior is expected for general field theories. Previous results show how this is obtained. A procedure to extend them to the Green functions can presently not be envisaged.

None the less other questions, not less interesting, can be raised. Non compact models deserved up to now not very much attention, due to the difficulty of quantizing fields with a non positive definite Euclidean action. It has been proposed that in general these models can display 2 phases: either the non compact symmetry is maintained in the quantization procedure, or it is broken in its maximal compact subgroup. Breaking a symmetry in two dimensions raises the serious question of treating massless bosons, so that it is very likely that at least in two dimensions the non compact symmetry remains unbroken, and the s-matrix should contain passive bystanders in order to maintain positive definiteness \({ }^{[47]}\). In higher dimensions the broken phase quantization procedure is very desirable due to cancellation of ultraviolet divergences in those cases.

Also the status of anomalous models should be better understood. It seems that confinement is behind the breaking of factorizability,
although this has never been proved. This happens since those models presenting anomalies have a confining massless gauge field, and coupling fermions, the confinement disappears as long as the pole of the gauge field is driven away from zero due to the fermionic contribution to the gauge field propagator. In other words there is a cancellation between the gauge field pole (generated by the bosons), and the chirality carrying part of the fermions. Physical fermions are massive, and do not carry chirality.

Besides being a simplified theater of the extremely complicated non Abelian gauge field scenario, the models give explicit examples of non trivial S-matrices in quantum field theory, comparison with perturbative expansions, and explicit models where supersymmetry can be realized at all levels, namely Lagrangian (classical and quantum), physical states and S-matrices. Those simple facts are far from trivial in four dimensional quantum field theory, since non trivial models can have trivial scattering, perturbation expansion is not convergent, \(1 / \mathrm{N}\) expansion had never been completely developed, and there are suspicions that supersymmetry cannot be realized quantum mechanically in a gauge theory.

Moreover, in integrable models other developments can been foreseen, towards the complete solution of the problem, by means of the study of the monodromy matrix \({ }^{[48]}\).

We think that a complete understanding of these models is a very big progress in the development of ideas in quantum field theory.
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In this talk I would like to convey the idea that it may by worthwhile to formulate and attack the problem of the quantization of the free relativistic bosonic string by algebraic means. In general, strings and their quantum theory are of interest because the elementary excitations of QCD - if this is the theory of the hadrons - are string-like; quarks and/or antiquarks joined by strings of chromoelectric flux and possibly glue-balls as closed strings of chromoelectric flux.
I shall not even attempt to derive anything for these QCD-strings. Instead, I shall address myself to the Nambu-Goto-String [1] well known from the high-days of the dual resonance nodel - which - as Nambu suggested some four years ago [2] - should give us valuable information about the \(S U(N)\) Yang-Mills-Theory for \(N \rightarrow \infty\). This Nambu-Goto-String theory, the generalization from random walks to random surface trajectories in Minkowski-space, has so far resisted all attempts to establish it as a quantum theory*. The unacceptable features of the quantization schemes were among others
i) lack of Lorentz invariance,
ii) tachyonic states,
iii) loss of reparametrization invariance.

The methods employed were
a) canonical quantization in some special (orthonormal) coordinate system [4] ,
b) functional integration in the so-called transverse gauge [5] ,
c) functional integration using an extended invariant measure [6].

Unfortunately, it is not yet clear whether method c), i.e. Polyakov's

\footnotetext{
 Lüscher, Symanzik and Weisz [3]
}
treatment \([6,7]\) cures the diseases listed above.
Whatever the situation may be, I am pursueing together with my collaborators C.Kimstedt and K.-H.Rehren in Freiburg the idea to treat the string theory in complete analogy to the quantum theory of the free massive relativistic particle as a representation problem for some (Lie)algebra of symmetry operations. For the free massive scalar particle the Klein-Gordon equation is interpreted as a representation condition for the Lorentz group. One approaches the problem by determining the Poisson-algebra of the conserved observable quantities \(P_{\mu} M_{\mu \nu}\) of the system whose dynamics is given by the reparametrization invariant action based upon the Lagrangian
\[
\mathcal{L}=m \sqrt{\dot{x}^{2}}
\]

One replaces the Poisson-brackets by the commutator brackets and represents this (Poincaré) algebra irreducibly and unitarily such that the energy is positive. To this end one determines the Casimir operators \(P^{2}\) and \(W=-w_{\lambda} w^{\lambda}, w_{\lambda}=\frac{1}{2} E_{\lambda \mu v} M^{\mu \nu} P \rho\) together with their spectrum and assigns to these operators one of the possible values, here: \(P^{2}=m^{2}>0, W=m^{2} s(s+1)=0\). Next one determines a Cartansubalgebra, e.g. \(\vec{P}\) and \(s_{3}^{0} \quad(=3\) component of the spin in the rest\(\underset{\rightarrow}{\text { frame) }}\) and constructs, starting from the eigenstates corresponding to \(\vec{P}\) and \(s_{3}^{\circ}\), by applying appropriate boosts the irreducible, unitary representation with positive energy of the Poincare algebra and -group respectively.

This way of quantizing the free massive scalar particle is much more direct and gives - at least to me - much more insight than the calculation of the Green's function \(K\left(x^{(f)}, x^{(i)}\right)\) by functional integration. Here \(K\left(x^{(f)}, x^{(i)}\right)\) is the amplitude, which gives the probability that a particle in a volume element \(d^{3} x^{(i)}\) near \(\vec{x}^{(i)}\) at time \(x^{(i) o}\) will be located in a volume element \(d^{3} x^{(f)}\) near \(\vec{x}^{(f)}\) at time \(x^{(f) 0}\). I want to apply the algebraic procedure just outlined to the quantization of the free relativistic closed string. For that I have to set up a correspondance (analogy) of the so-called loop equations for the physical states \(|\Phi\rangle\)
\[
R(\cdot, \sigma)|\Phi\rangle=0 \quad, \quad L(;, \sigma)|\Phi\rangle=0
\]
and the Klein-Gordon equation \(\left(P^{2}-m^{2}\right)|\Phi\rangle=0\) or rather for the loop operators
\[
R(\cdot, \sigma) \equiv x^{\prime}(\cdot, \sigma) \cdot p(\cdot, \sigma) \quad L(\cdot, \sigma) \equiv \frac{1}{2}\left[m^{4} x^{\prime 2}(\cdot, \sigma)+p^{2}(1, \sigma)\right]
\]
and the operator
\[
p^{2}-m^{2}
\]

The two loop-operators are not on the same footing. The first one guarantees that one is dealing with geometrical objects independent of any parametrization, namely: curves in space - time together with certain tangential planes to these curves.

This equation has no correspondence for point particles. Hence it is the second loop operator which has to correspond to \(P^{2}-m^{2}\). Then, what is the (Lie-)algebra for which \(L(, \sigma)|\Phi\rangle=0\) acts a representation condition? This algebra necessarily must be infinite-dimensional because infinitely many independent compatible conditions are impposed on its representation.
For the string theory two infinite dimensional Lie algebras have already been analyzed:
1) the Virasoro algebra of the infinitesimal generators of the conformal reparametrizations of the trajectory surfaces [8],
2) the Kac-Moody-Lie algebra generated with the help of the vertexoperator of the Koba-Nielsen formalism [9].

However, since the elements of these algebras do not commute with \(R(\cdot, \sigma)\) and \(L(\cdot, \sigma)\), the algebras are not admissible. Thus we have to look for some new algebra of on which the loop operators \(R(\cdot, \sigma)\) and \(L(\cdot, \sigma)\) act trivially such that they consist of Casimir operators of this algebra.
Before I turn to the construction of the desired algebra let me specify the theory by its classical action and let me introduce some notalion.

The Nambu-Goto-action of the bosonic, free, relativistic string is given by
\[
S=\frac{1}{2 \pi \alpha^{\prime}} \int d \tau d \sigma \sqrt{-h}=m^{2} \int d \tau \mathcal{L}
\]
\[
m^{2}=\frac{1}{2 \pi \alpha^{\prime}}
\]

Here \(h=\operatorname{det} h_{\text {af }}\) and \(\left(h_{\text {ab }}\right)=\left(\partial_{2} x^{\mu} \partial_{b} x_{\mu}\right)=\binom{\dot{x}^{\prime 2}, \dot{x}^{\prime} x^{\prime}}{x^{\prime} x^{\prime}, x^{\prime 2}} . \varepsilon\) and \(\sigma\) are parameters of the trajectory surface \(X_{\mu}=X_{\mu}(\varepsilon, \sigma)\) in Minkowski space, \(\sigma\) is a "space-like" parameter:
\[
x^{12}<0 \quad\left(x_{\mu}^{\prime} \equiv \frac{\partial}{\partial \sigma} x_{\mu}(\tau, \sigma)\right)
\]
\(\tau\) is a time-like parameter:
\[
\dot{x}^{2} \geqslant 0 \quad\left(\dot{x}_{\mu} \equiv \frac{\partial}{\partial \tau} x_{\mu}(\tau, \sigma)\right) .
\]

For every value of \(\tau\) there exists a minimal period \(\omega(\tau)\) :
\[
x_{\mu}(\tau, \sigma+\omega(\varepsilon))=x_{\mu}(\tau, \sigma)
\]

This condition reflects the fact, that the string \(\zeta(\cdot)\)
\[
0 \leqslant \sigma \leqslant \omega(\varepsilon) \rightarrow x_{\mu}=x_{\mu}(\tau, \sigma)
\]
is closed.
The above action is invariant under arbitrary reparametrizations \(\mathcal{\tau}, \mathcal{F}\) \(\rightarrow \underset{\sim}{\tau} \underset{\sim}{\sigma}: \quad \tau=g(\underset{\sim}{\tau}, \underset{\sim}{5}), \sigma=f(\underset{\sim}{\sim}, \underset{\sim}{\sigma})\). Moreover, it is invariant under the group of motions of the Minkowski space. The conserved quantties corresponding to this invariance are
\(P_{\lambda}, M_{\mu \nu}\).
The description of the state of motion of the string by the data \(\dot{x}_{\mu}(\tau, \sigma), \dot{x}_{\mu}(\tau, \sigma) \quad \tau\) fixed, \(\sigma \in[O, \omega(\tau)]\) is highly redundant. This redundance is reflected in the canonical formalism in the noninvertibility of the defining equation for the momentum conjugate to \(x \mu\) :
\[
p_{\mu}(\cdot \sigma) \equiv \frac{\delta \mathscr{L}}{\delta \dot{x}^{\mu}(\cdot, \sigma)}=m^{2} \frac{\left(\dot{x} \dot{x}^{\prime}\right) x_{\mu}^{\prime}-\dot{x}_{\mu} x^{i 2}}{\sqrt{-h}}
\]

There exist two "first class" constraints in Dirac's classification
\[
\begin{aligned}
& R(\cdot, \sigma)=x^{\prime}(\cdot, \sigma) \cdot p(0, \sigma) \approx 0 \\
& L(\cdot, \sigma)=\frac{1}{2}\left[p^{2}(\cdot, \sigma)+m^{4} x^{12}(\cdot, \sigma)\right] \approx 0
\end{aligned}
\]
\(p_{\mu}(\cdot, \sigma)\) has the interpretation of a momentum "density"

i.e. \(d P(\cdot, \sigma)\) is interpreted as the momentum attached to the curve element \(d \sigma\).
In the sequel, we shall set \(m=1\).
Under reparametrizations \(\sigma \rightarrow \sigma: \sigma=f(\tau, \underset{\sim}{\sigma}), x_{\mu}\) and \(p_{\nu}\) transform as follows
\[
\begin{aligned}
& x_{\mu}(\cdot, \sigma) \longrightarrow x_{\mu}(\cdot, \sigma)=x_{\mu}(\cdot, f(\cdot, \sigma)) \\
& p_{v}(\cdot, \sigma) \longrightarrow p_{v}(\cdot, \sigma)=\left|f^{\prime}(\cdot, \sigma)\right| p_{v}(\cdot, f(\cdot, \sigma)) .
\end{aligned}
\]

We impose the reparametrization invariant Poisson-brackets
\[
\begin{aligned}
& \left\{x_{\mu}(\cdot, \sigma), p_{\nu}\left(\cdot, \sigma^{\prime}\right)\right\}=-g_{\mu \nu} \delta_{\omega(\cdot}\left(\sigma-\sigma^{\prime}\right), \delta_{\omega(\cdot)}=\text { period. } \delta \text {-function } \\
& \left\{x_{\mu}(\cdot, \sigma), x_{\nu}\left(\cdot, \sigma^{\prime}\right)\right\}=0=\left\{p_{\mu}(\cdot, \sigma), p_{\nu}\left(\cdot, \sigma^{\prime}\right)\right\} .
\end{aligned}
\]

These can be reformulated with the help of the quantities
\[
u_{\mu}^{ \pm}(\cdot, \sigma)=x_{\mu}^{\prime}(\cdot, \sigma) \pm p_{\mu}(\cdot, \sigma)
\]
which transform covariantly under reparametrizations
\[
\begin{aligned}
u_{\mu}^{ \pm}(\cdot, \sigma) & \longrightarrow{\underset{\sim}{u}}_{\mu}^{ \pm}(\cdot, \underset{\sim}{\sigma})=\left|f^{\prime}(\cdot, \stackrel{\sigma}{\sim})\right| u_{\mu}^{ \pm}(\cdot, f(\cdot, \sigma)): \\
\left\{u_{\mu}^{ \pm}(\cdot, \sigma), u_{\nu}^{ \pm}\left(\cdot, \sigma^{\prime}\right)\right\} & = \begin{cases}-2 g_{\mu v} \delta_{\omega(\cdot)}^{\prime}\left(\sigma-\sigma^{\prime}\right) & \text { for }++ \\
+2 g_{\mu v v} \delta_{\omega(\cdot)}^{\prime}\left(\sigma-\sigma^{\prime}\right) & \text { for } \cdots \\
0 & \text { otherwise } .\end{cases}
\end{aligned}
\]

The "canonical" Hamiltonian \(\mathcal{X}=p \dot{x}-\mathscr{L}\) vanishes identically. According to Dirac the evolution of the system in the parameter \(\tau\) is given by the so-called total Hamiltonian formed of all first-class constraints.
\[
H_{T}=\int_{0}^{\omega(\cdot)} d \sigma\{\alpha(0, \sigma) R(\cdot, \sigma)+\beta(\cdot, \sigma) L(\cdot, \sigma)\}
\]
where \(\alpha\) and \(\beta\) are quite arbitrary coefficient functions which can depend on anything like \(\left.\tau_{1} \sigma_{1}\right\rangle_{\mu}(\cdot, \sigma), p_{\nu}(\cdot, \sigma)\) and even on more generail (non-dynamical) variables like \(\dot{x}_{\lambda}(\cdot, \sigma)\). It is however important that \(\alpha\) and \(\beta\) are periodic functions of \(\sigma\) with period \(\omega(\cdot)\).

The equations of motion are
\[
\dot{x}_{\mu}=\alpha x_{\mu}^{\prime}+\beta p_{\mu} \quad, \dot{p}_{\mu}=\left(\alpha p_{\mu}+\beta x_{\mu}^{\prime}\right)^{\prime}
\]

We shall write them in the nearly equivalent form
\[
\dot{u}_{\mu}^{ \pm}=\left[(\alpha \pm \beta) u_{\mu}^{ \pm}\right]^{\prime}
\]

The solutions of these classical equations of motion describe minimail surfaces in Minkowski space. These surfaces have singular points in general.
\(\mathcal{H}_{T}\) has no physical meaning. It should by no means be confused with
the infinitesimal generator of translations in physical time: \(P_{0}\), the energy.
1) The effect of the first term under the integral in the expression for \(\mathcal{H}_{\boldsymbol{T}}\) :
\[
\int_{0}^{\omega()} d \sigma \alpha(\cdot, \sigma) R(0, \sigma)
\]
on a dynamical variable \(X\) parametrized with the help of some parameter \(\sigma\) just consists of a reparametrization of the quantty \(X\). The condition \(\{R(\cdot, \sigma), X\}=O\) for the desired al-. gebra guarantees that its elements are geometrical and observable objects.
2) Only the second part of \(\mathcal{H}_{T}\)
\[
\int_{0}^{\omega(\cdot)} d \sigma \beta(\cdot, \sigma) L(\cdot, \sigma)
\]
describes a change of the geometry as the parameter \(\tau\) evolves. Vanishing commutators of our desired algebra with this part of \(\mathcal{X e r}_{r}\) mean that 0 consists only of conserved (observable) quantities.

The condition \(L(*, \sigma)|\Phi\rangle=0\) can be viewed as a local version of the representation condition
\[
\left[P^{2}-m^{2}\right]|\Phi\rangle=0
\]

To see that, we pass from the above reparametrization-variant to the -invariant form
\[
\left.\left[\left(\frac{p(\cdot, \sigma)}{m \sqrt{-x^{12}}}\right)^{2}-m^{2}\right] \right\rvert\, \Phi \Phi=0
\]
where for the time being we have reintroduced the mass m. Equivalently
\[
\left[\frac{d P^{\mu}(\cdot, \sigma)}{d s} \frac{d P_{\mu}(\cdot, \sigma)}{d s}-m^{2}\right]|\Phi\rangle=0
\]
where \(\quad P_{\mu}(\cdot, \sigma)=P_{\mu}(,, \sigma) d \sigma=\) invariant quantity
\[
d s=m \sqrt{-x^{12}} d \sigma=
\]

Expanding \(\frac{d P^{\mu}(\cdot, \sigma)}{d S}\) around its average value \(\frac{P^{\mu}}{m \cdot L}\) gives the
constant part \((L=L(\cdot)=\) Minkowski length of \(\zeta(\cdot))\)
\[
\langle\Phi|\left[P^{2}-m^{2}(m L)^{2}\right]|\Phi\rangle \geq 0
\]
and in addition a denumerable infinite collection of other representation conditions for the algebra of observable conserved quantities.

Certainly, among the elements of of there are
\[
p_{\lambda}=\oint d \sigma p_{\lambda}(\cdot, \sigma)
\]
and
\[
M_{\mu \nu}=\oint d \sigma\left\{x_{\mu}(\cdot, \sigma) p_{v}(\cdot, \sigma)-x_{v}(-, \sigma) p_{\mu}(\cdot, \sigma)\right\}
\]

The additional elements should rather refer to the "internal" state of the string, ide. should be invariant under translations in spacetime, ie. should commute with \(P_{\lambda}\), but not necessarily with \(M_{\mu \nu}\).

Now we turn to the explicit construction of the desired algebra. The algebra is obtained with the help of a reparametrization invariant generating functional
\[
J_{(A)}^{ \pm}=\int_{(A)\left[u^{ \pm}\right]}^{ \pm}(\cdot, \sigma)
\]
where \(U_{(A)}^{ \pm}\)are two special pseudo-unitary \(\infty x \infty\) matrices which depend on \(\tau, \sigma\) and on a set of real parameters \(A^{\mu \alpha}, \mu=1, \cdots, d\), \(\alpha+1 ; \alpha=1,2,3, \ldots\) : for a given \(\mu: A^{\mu \alpha} \neq 0\) only for finitely many values of \(\alpha\). Moreover - and that is absolutely essentaal - \(\mathcal{U}_{(A)}^{ \pm}\)depend only on the dynamical variables \(u_{\mu}^{+}(\cdot, \sigma)\) and \(u_{v}^{-}\left(\cdot, \sigma^{\prime}\right)\) respectively: \(u_{d+1}^{ \pm} \equiv i u_{0}^{ \pm}\).

The reparametrization invariant defining equations for \(\mathcal{U}_{(A)}^{ \pm}\)are
\[
U_{(A)}^{ \pm}(\cdot, \sigma)^{\prime}=u_{\mu}^{ \pm}(\cdot, \sigma) A^{\mu \alpha} T_{\alpha} U_{(A)}^{ \pm}(\cdot, \sigma)
\]
where the \(T_{\alpha}^{\prime} s\) are the infinitesimal generators of \(1 u(\infty)\), e.g. \(T_{1}, T_{2}, T_{3}\) the infinitesimal generators of \(1 u(k)\),
\(T_{A}, \cdots, T_{8}\) the infinitesimal generators of \(1 u(3)\), \(T_{1}, \cdots, T_{15}\) the infinitesimal generators of \(1 u(4)\).

The equation for the \(\tau\)-evolution of \(U_{(A)}^{ \pm}(\cdot, \sigma)\) is
\[
\bigcup_{(A)}^{ \pm}(\tau, \sigma)^{\cdot}=[\alpha(\tau, \sigma) \pm \beta(\tau, \sigma)] u_{\mu}^{ \pm}(\tau, \sigma) A^{\mu \alpha} T_{\alpha} \cup_{(A)}^{ \pm}(\tau, \sigma)
\]
which is compatible with the previous defining equation due to the equations of motion.
Consider the monodromy matrix
\[
V_{(A)}^{ \pm}=V_{(A)}^{ \pm}\left(\tau, \sigma_{0}(\tau)\right)=\int_{(A)}^{ \pm}\left(\tau, \sigma_{0}(\tau)+\omega(\tau)\right) \cdot \bigcup_{(A)}^{ \pm}\left(\tau, \sigma_{0}(\tau)\right)^{-1}
\]
which does not depend on the parametrization of the curve \(X_{\mu}=X_{\mu}\left(\tau_{1} \sigma\right)\) \(\sigma_{0}(\varepsilon) \leqslant \sigma \leqslant \sigma_{0}(\tau)+\omega(\Psi), \tau\) fixed.

Its eigenvalues are independent of \(\tau\) and \(\sigma_{0}(\tau)\). Consequently all quantities
\[
\operatorname{Tr}\left(\left[V_{(A)}^{ \pm}-\mathbb{1}\right]^{k}\right) \quad k=1,2, \cdots
\]
are reparametrization invariant conserved quantities. It is correct, that all the information is already contained in
\[
\operatorname{sr}\left(V_{(A)}^{ \pm}-1\right)
\]

However, the higher powers \(\mathcal{J}_{-1}\left(\left[V_{(A)}^{ \pm}-\mathbb{1}\right]^{k}\right)\) - corresponding to the periods \(k \omega(\varepsilon), k=2,3, \cdots\) - or rather the higher powers
\[
\operatorname{Fr}_{r}\left(\ln _{(A)}^{ \pm}\right) \quad k=1,2, \ldots
\]
shall become important later.
The expansion of these traces in powers of the parameters \(A^{\mu \alpha}\) yield "non-local" charges. (It is not clear whether in addition there is a "decent" set of infinitely many "local" observable conserved charges.)

With the help of the following matrices [10]
\(A^{\mu \alpha} T_{\alpha}=\operatorname{diag}\left(x_{1}^{\mu}, \cdots, x_{m}^{\mu}\right) \cdot T, \quad T=\left(\begin{array}{cccc}0 & 0 & \cdots & 0 \\ 1 & 0 & \cdots & 0 \\ \hdashline \cdots & 0 & 0 \\ 0 & 0 & \cdots & 0\end{array}\right)\)
it is possible to recover from the knowledge of
\[
\pi_{r}\left(\sqrt{(A)}_{ \pm}-1\right)
\]
as a function of the parameters \(A^{\mu \alpha}\) all the cyclic sums \(\mathcal{Z}^{ \pm}\left(\mu_{n}, \cdots, \mu_{n}\right)\) of
\[
R_{\mu_{1}, \cdots \mu_{n}}^{ \pm} \equiv \int_{0}^{\omega(\tau)} d \sigma_{1} \int_{0}^{\sigma_{1}} d \sigma_{2} \cdots \int_{0}^{\sigma_{n-1}} d \sigma_{n} u_{\mu_{1}}^{ \pm}\left(\cdot, \sigma_{1}\right) u_{\mu_{2}}^{ \pm}\left(\cdot, \sigma_{2}\right) \cdots u_{\mu_{n}}^{ \pm}\left(\cdot, \sigma_{n}\right)
\]
\[
\mu_{i} \in[1,2, \cdots, d+1]
\]
and vice versa: \(Z_{\left(\mu_{1}, \cdots, \mu_{n}\right)}=Z R_{\mu_{1}, \cdots, \mu_{n}}^{ \pm} \equiv R_{\mu_{1}, \cdots, \mu_{n}}^{ \pm}+R_{\mu_{2}, \cdots, \mu_{1}+\cdots}^{ \pm}\) The \(R_{\mu_{n}, \cdots, \mu_{n}}^{ \pm}\)satisfy certain identities : \(R_{\frac{ \pm}{ \pm}}^{\frac{\mu_{i}-\mu_{i_{i}}}{\mu_{j_{1}}-\mu_{i s}}}=R_{\mu_{i_{1}}, \mu_{i_{+}}}^{ \pm} \cdot R_{\mu_{j_{1}} \cdot \mu_{j s}}^{ \pm}\) Notation: \(\sum R^{ \pm} \equiv R_{\mu_{1}, \cdots, \mu_{n}}^{ \pm} \equiv, \mu_{9} \frac{\mu_{\mu_{1}+\cdots} \cdot \mu_{i_{n}}}{\mu_{1 s}}, \mu_{q+r+s+1} ; \cdots \mu_{n}\)
\[
\frac{i_{1} \cdots i_{r}}{j_{1} \cdots j_{s}}
\]
where the sum extends over all permutations of \(\{q+1, \cdots, q+r+s\}=\left\{i_{1}, \cdot{ }^{\prime \prime}\right.\), \(\left.i_{r}\right\} \cup\left\{j_{1}{ }^{\circ}, j_{s}\right\}\) which leave the order of the two disjoint \(\operatorname{sets}\left\{i_{1}, \cdots, i_{r}\right\}\); \(\left\{j_{1}, \cdots, j_{s}\right\}\) separately invariant.
It is advantageous to pass to quantities with the same amount of information \(R_{\mu_{1}}^{ \pm t} \cdots, \mu_{m}\) which differ from \(R^{ \pm} \mu_{1}, \cdots, \mu_{m}\) by some products of \(R^{\prime}\) s with smaller rank which satisfy instead
\[
R^{ \pm t} \sqrt{\frac{\mu_{i_{1}} \cdot \mu_{i_{s}}}{\mu_{i_{1}} \cdot \mu_{\dot{f}_{s}}}}=0 \quad \text { for all partitions of }\{1, \cdots, n\}
\]

These \(R^{ \pm t}\),s are just produced by \(\mathcal{F} r\left(\ln V_{(A)}^{ \pm}\right)\).
One consequence of these symmetries is
\[
Z R_{\mu_{1}, \cdots, \mu_{n}}^{ \pm t}=0 \quad \text {, unless } n=1 \text { for which case } P_{\mu_{1}}=Z R_{\mu_{1}}^{t}=R_{\mu_{1}}
\]

Thus, the non-local charges we want to consider are produced by \(\tilde{J}_{r}\left(\ln ^{k} V_{(A)}^{ \pm}\right)\)and are given by
\[
\mathcal{Z}_{\left(\mu_{1}, \cdots, \mu_{n}\right)}^{ \pm n ; k}=\frac{1}{k!} \not \sum_{0<i_{1}<\cdots<i_{k-1}<n} R_{\mu_{1}, \cdots, \mu_{i_{1}}}^{ \pm t} R_{\mu_{i_{1}+1}, \cdots, \mu_{i_{2}}}^{ \pm t} \ldots R_{\mu_{i_{k-1}}, \cdots, \mu_{n}}^{ \pm t}
\]

To give just two examples
\[
\begin{aligned}
& \mathscr{Z}_{\left(\mu_{1}, \mu_{3}\right)}^{+3 ; 2}=P_{\mu_{1}} R_{\mu_{2, \mu_{3}}}^{+t}+\underset{1 \alpha_{3}}{c y c}, \\
& \mathcal{L}_{\left(\mu_{n}, \cdots \mu_{4}\right)}^{+4 ; 2}=\frac{2}{3}\left\{P_{\left[\mu_{1},\right.} R_{\left.\mu_{2}\right]\left[\mu_{3}, \mu_{4}\right]}^{+t}+P_{\left[\mu_{2}\right.} R_{\left.\mu_{3}\right]\left[\mu_{4}, \mu_{1}\right]}^{+t}+P_{\left[\mu_{3},\right.} R_{\left.\mu_{4}\right]\left[\mu_{1}, \mu_{2}\right]}^{+t}\right. \\
& \left.+P_{\left[\mu_{4},\right.} R_{\left.\mu_{1}\right]\left[\mu_{2} \mu_{3}\right]}^{+t}\right\}+2\left\{R_{\mu_{1}, \mu_{2}}^{+t} R_{\mu_{3}, \mu_{4}}^{+t}+R_{\mu_{2}, \mu_{3}}^{+t} R_{\left.\mu_{4} / 4\right)}^{+t}\right\} .
\end{aligned}
\]

Alas, not all of those \(\mathcal{Z}^{\ddagger n ; k}\) are of this type, some containing products or even consisting of products of "smaller" \(\mathcal{Z}\) 's. The linear span of all those quantities \(\mathcal{Z}_{\left(\mu, \cdots, \mu_{n}\right)}^{m j k}\) forms an algebra with an associative symmetric product, corresponding to the usual tensor product
\(\mathcal{Z}_{\left(\mu_{1}, \cdots, \mu_{r}\right)}^{ \pm r ; k} \cdot \mathcal{Z}_{\left(\nu_{1}, \cdots, \nu_{s}\right)}^{ \pm s ; l}=\sum \mathcal{Z}_{\left(\mu_{1, j} ; \mu_{i_{1}}, \nu_{s-j}, \mu_{i_{1}+1},-, \mu_{i_{2}}, \nu_{s-j+1}, \mu_{i_{3}}, .\right)}^{ \pm r+s ; k}\)
where the sum extends over all possible inequivalent (with respect to common cyclic permutations) distributions of the indices \(\mu_{1} \cdots, \cdots, \mu_{r}\); \(\nu_{A}, \cdots, \nu_{s}\). preserving the separate cyclic order of \(\mu_{1}, \cdots, \mu_{r}\) and \(\nu_{1}, \cdots, \nu_{s}\) respectively. Of course, the "tensor" product of a cyclic
 ral does not lead to a cyclic tensor \(\mathcal{F}\left(\mu_{1}, \cdots, \mu_{n}\right)\). For that it is necessary that the product is followed by cyclic symmetrization.

The linear span of the \(\mathcal{Z}^{\prime}\) s closes also under the Poisson-bracket operation

This antisymmetric Lie product satisfies the Jacobi identity. It has all the properties of a derivation.
The Poisson-bracket for the quantities \(\mathcal{F}_{\left(\mu_{A}, \cdots, \mu_{n}\right)}^{ \pm n ; k}\) can be given by a similar formula.

Now the idea is the following: do not attempt to represent in the quantum theory the original reparametrization variant Poissonbrackets by commutator brackets, but try less and represent only the Poisson-algebra of the above invariant quantities by a commutator algebra, the product being defined by the non-commutative, but associative operator version of the above "tensor-product".

Now in general this does not work unless the right hand side of the Poisson-brackets of some complete set of generating elements of the algebra does not give rise to ordering problems.

It is hardly surprising that indeed there will be ordering problems for the \(\mathcal{Z}^{ \pm 1} s\) as well as for the \(\mathcal{Z}^{ \pm n ; k}\) )

However, my collaborators and myself have checked for already fairly complicated situations that these are absent for certain filtered elements, For that one has to pass from the \(\underset{\mathcal{Z}}{\mathcal{Z}} \pm n_{n}\left(\mu_{1}, \cdots, \mu_{n}\right)\) 's to troncoated \(\mathcal{Z}_{\left(\mu_{n}, \cdots, \mu_{n}\right) t}^{ \pm n_{;}, k}\) which differ from the \(Z^{ \pm n ; k}\) 's only by linear combinations of products of lower rank \(\mathcal{Z}^{ \pm \cdots!}\) s and, moreover, have the property that all linear combinations which previously yielded products of \(\mathscr{Z}^{ \pm ` ;}\) 's vanish. Unfortunately, no simple generating functional (like the logarithm) for the \(\mathcal{Z}\left(\mu_{n}, \cdots, \mu, n\right) t\) has been found yet.
The \(\mathcal{Z} \pm n ; k\), \(\mu_{n i \prime \prime} \mu_{n-1}\) define representation spaces for the Lorentz-group. The central projectors of the symmetric group commute, in particular, with the cyclic permutations. Hence the \(\mathscr{Z}^{ \pm}\left(\mu_{1} ; k, \mu_{m}\right) t\) can be decomposed according to equivalent representations of \(S U(d, 1)\) and finally of the Lorentz-group \(S O(\alpha, 1)\).

The Poisson bracket operation obeys simple rules for the indices \(n\), \(k\) and also for the symmetry content of \(\mathcal{Z}_{\left(\mu_{n}, \cdots, \mu_{n}\right) t}^{ \pm n ; k}\) i.e. there are selection rules. Under Poisson-bracket operation:
\[
\{[n ; k],[m ; l]\} \longrightarrow[\leqslant n+m-2, k+l-1] .
\]

The possible representations of \(S U(d, 1)\) occuring on the r.h.s. follow from the Richardson-Littlewood rule. The inequality sign requires explanation: apart from the metric tensor \(g_{\mu_{i} \nu_{i}}\) the rank of the r.h.s. of the Poisson-bracket is of course \(n+m-2\). However, we allow that factors \(P_{\mu_{i_{1}}} \ldots P_{\mu_{i_{0}}}\) be factored out of the elements on the r.h.s. , in other words, that the structure constants depend on the total momentum of the string. This is admissable since the \(P_{\mu}^{\prime} s_{\mathcal{P}}\) commute with all \(\left.\mathcal{Z}_{i}^{ \pm n ; k}\right\rangle_{t}\). As far as the internal algebra goes, the \(P_{\mu}^{\prime}\) 's can be regarded as numbers just as the Hamiltonian \(\mathcal{H}\) enter the structure constants of the \(O(4)\) group of the hydrogen atom. In fact, any such central element is acceptable in the structure constants on the r.h.s. of the Poisson-brackets.

Thus the total algebra of is supposed to be generated from
\[
\operatorname{so}(d, 1) \oplus\left(\left\{P_{\mu} \mu=0,1_{1}, \cdots, d\right\} \oplus h_{+} \oplus h_{-}\right)
\]
where \(h_{ \pm}\)is the linear span of the elements \(\mathcal{Z}_{\left(\mu_{n}, \cdots, \mu_{n}\right) t}^{+n \cdot k}\) and \(\mathcal{L}_{\left(\mu_{n i}, \mu_{m}\right) t}^{-n ; k}\) respectively.

The desired structure of the Poisson-brackets has been explicitely checked for all \(Z^{ \pm}\left(\mu_{1} ; \gamma^{2}, \mu_{n}\right) t, Z_{\left(\nu_{1} ; \cdots, \nu_{m}\right) t}^{ \pm m_{i}}\) and moreover, for all \(k, l, n+m \leqslant 10\). Heuristic arguments indicate that this structure holds true at least for an important infinite dimensional subalgebra of "dominant" charges.

Let me finish by expressing my conviction that here we have stumbled upon a remarkable structure of the classical string theory which should be taken into account when one passes to the quantum theory. The quantum theory should rather be defined as the implementation of a maximum of this structure in a commutator algebra, subject to the requirement that the energy be positive definite and the representation be "unitary".
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I. Introduction

Integrable classical or quantum field theories possess by definition an infinite number of conserved charges commuting with each other. During the last decade, a considerable list of such models in two space-time dimensions has been established. The main tool for the construction and solution of them is the classical or quantum inverse scattering method, the algebraic backbone of which has turned out to be the Yang-Baxter equation. It was introduced to solve the one-dimensional gas of particles with Dirac delta interactions \({ }^{l}\) ) and the eightvertex model \({ }^{2)}\) in statistical mechanics, in particular, to prove the commutativity of transfer matrices \(t(\lambda)\) at different values of the spectral parameter \(\lambda\). The transfer matrix provides a link between vertex models and quantum mechanical spin chains: The XYZ Hamiltonian, for example, is a logarithmic derivative of the eight-vertex \(t(\lambda){ }^{2}\) ). It is a representative of a large class of theories to which the quantum inverse scattering method can be applied \({ }^{3)}\). One associates to such a model a local transition matrix \(L_{n}(\lambda)\) and the monodromy operator \(T(\lambda)=\prod_{n} L_{n}(\lambda)\), the trace of which is the transfer matrix \(t(\lambda)\). Commutation relations for the various operator entries of \(T(\lambda)\) are obtained from the Yang-Baxter algebra
\[
\begin{equation*}
R(\lambda, \mu)[T(\lambda) \otimes T(\mu)]=[T(\mu) \otimes T(\lambda)] R(\lambda, \mu) \tag{1.1}
\end{equation*}
\]
where the model dependent numerical matrix \(R(\lambda, \mu)\) satisfies the consistency condition (Yang-Baxter equation)
\[
\begin{equation*}
R_{12}\left(\lambda_{1} \mu\right) R_{13}\left(\lambda_{1} \rho\right) R_{23}(\mu, \rho)=R_{23}(\mu, \rho) R_{13}\left(\lambda_{1} \rho\right) R_{12}\left(\lambda_{1} \mu\right) . \tag{1.2}
\end{equation*}
\]

In particular, \(\log t(\lambda)\) is the generating functional of infinitely many commuting local conserved charges including the Hamiltonian. Moreover, the off-diagonal elements of \(T(\lambda)\) provide creation and annihilation operators for the Bethe eigenstates of \(t(\lambda)\).

These integrable quantum models have classical counterparts which are solvable by the classical inverse scattering method. They possess an associated system of linear differential equations (Lax pair) and its monodromy matrix \(T(\lambda)\) which is the classical analogue of the quantum monodromy operator. Poisson brackets of the various matrix ele-
ments of \(T(\lambda)\) on a finite spatial interval are obtained from the classical Yang-Baxter algebra \({ }^{3)}\)
\[
\begin{equation*}
\{T(\lambda): T(\mu)\}=[r(\lambda, \mu), T(\lambda) \otimes T(\mu)] \tag{1.3}
\end{equation*}
\]
where the model dependent numerical matrix \(r(\lambda, \mu)\) satisfies the classical Yang-Baxter equation
\[
\left[r_{12}(\lambda, \mu), r_{13}(\mu, \rho)\right]+\left[r_{13}(\mu, \rho), r_{23}(\rho, \lambda)\right]+\left[r_{23}(\rho, \lambda), r_{12}(\lambda, \mu)\right]=0
\]

Usually, \(R(\lambda, \mu)\) and \(r(\lambda, \mu)\) are related through
\[
\begin{equation*}
R(\lambda, \mu)=P\left(1-i \theta r(\lambda, \mu)+\theta\left(t^{2}\right)\right) \text { as } \hbar \rightarrow 0 \text {, } \tag{1.5}
\end{equation*}
\]

Papermutation matrix (2.24). In the infinite volume limit (with suitable normalizations of \(T(\lambda)\) and \(r(\lambda, \mu)\) ) the trace of \(T(\lambda)\) provides infinitely many commuting local conserved charges (action variables) including the Hamiltonian, whereas the off-diagonal elements furnish angle variables.

In contrast to this situation involving abelian charge algebras, these lecture notes deal with another class of models where the whole monodromy matrix (and not only its trace) is time independent and generates conserved charges satisfying non-abelian Poisson bracket and commutator algebras. This class contains two-dimensional field theories with non-abelian internal symmetry which classically are scale invariant. The currents associated to the internal symmetry group obey a flatness condition which allows the introduction of a Lax pair and the corresponding monodromy matrix. Examples are the non-linear \(\sigma\) models on symmetric spaces \({ }^{4)}\) and fermionic theories like the chiral \(S U(N)\) and the \(O(2 N)\) Gross-Neveu models \({ }^{5}\) ). For these fermionic systems and their generalizations, the Poisson bracket algebra of the monodromy matrices has turned out to be a classical Yang-Baxter algebra \({ }^{6}\). Due to conformal invariance, it is of "finite interval type", although we consider the system on the entire real axis. Thus the classical \(r\) matrix provides the structure constants of the canonical algebra of nonlocal charges. In particular, taking the trace of \(T(\lambda)\), one obtains an infinite dimensional abelian subalgebra:
\[
\begin{equation*}
\{\mathbb{R} T(\lambda), H T(\mu)\}=0 \tag{1.6}
\end{equation*}
\]

On the quantum level these theories exhibit dynamical generation of mass and asymptotic freedom. A sign of quantum integrability is the existence of a conserved quantum non-local charge \(Q^{(1)}\). In certain cases, the renormalization of the classical \(Q^{(1)}\) leads to anomalies. However, for the non-linear \(\sigma\) models on symmetric spaces \(G / H\), the quantum \(Q^{(1)}\) is time-independent provided \(H\) is simple \({ }^{7)}\). In such a case, particle production is forbidden and the \(S\) matrix factorizes into twobody \(S\) matrices which (for consistency of the factorization) fulfill a Yang-Baxter equation (1.2) and can be calculated exactly \({ }^{8}\) ). Moreover, all higher non-local charges are expected to be conserved as well, so that there is a conserved quantum monodromy operator \(T(\lambda)\) serving as their generating functional.
\(T(\lambda)\) can be constructed from general properties, using \(\mathcal{P}, \mathcal{T}\) and internal symmetries together with a factorization principle which relates the action of \(T(\lambda)\) on \(k\)-particle states with its action on oneparticle states \({ }^{9)} 10\) ). As the result, the one-particle matrix element of \(\mathrm{T}_{\mathrm{ab}}(\lambda)\) is expressed through the two-body physical S matrix as
\[
\begin{equation*}
\langle\theta \alpha| T_{a b}(\lambda)\left|\theta^{\prime} \beta\right\rangle=\delta\left(\theta-\theta^{\prime}\right) S_{a \alpha, b \beta}(\theta+\gamma(\lambda)) \tag{1.7}
\end{equation*}
\]
(a phase factor \(\exp (i \phi(\lambda, \theta)\) ) cannot be ruled out completely). The quantum spectral parameter \(\gamma(\lambda)\) is a real odd function of \(\lambda\) with the small \(\lambda\) behaviour
\[
\gamma(\lambda)=c \lambda^{-1}+\theta(\lambda)
\]
where c is model dependent. From eq. (1.7) and the factorization principle one obtains closed expressions for all k-particle matrix elements of \(T(\lambda)\) in terms of products of two-body \(s\) matrices. Their structure is identical to that of a \(k\)-sites monodromy operator in an inhomogeneous vertex model with statistical weights \(S_{a \alpha, b \beta}\left(\theta_{j}+\gamma(\lambda)\right), 1 \leq j \leq k\). The Yang-Baxter equation (1.2) for \(S_{a \alpha, b \beta}(\theta)\) finally implies that the monodromy operators \(T(\lambda)\) satisfy the Yang-Baxter algebra (l.l) with the quantum \(R\) matrix
\[
R(\lambda, \mu)=P S(\gamma(\lambda)-\gamma(\mu))
\]
providing the structure constants. In particular, the trace of \(T(\lambda)\) (i.e., the transfer matrix) furnishes an infinite dimensional abelian subalgebra:
\[
[t(\lambda), t(\mu)]=0 \quad, \quad t(\lambda) \equiv \sum_{a} T_{a a}(\lambda)
\]

In the limit of eq. (1.5) one recovers the classical Yang-Baxter charge algebras.

These lecture notes cover the content of refs. 6,9,10 in which the results on the non-abelian charge algebras have been explained. In section II, the construction of the classical monodromy matrices and non-local charges and the computation of their canonical algebras is described in general and illustrated by examples. Section II. 4 conthins some remarks on the roble played in this context by Kac-Moody algebras. In section III, the general method for the derivation of Yang-Baxter quantum charge algebras for the class of models under consideration is explained and applied to the \(O(N) / O(N-1)\) nonlinear \(\sigma\) model and to the \(S U(N)\) chiral and \(O(2 N)\) Gross-Neveu models.
II. Classical Yang-Baxter charge algebras

\section*{II.1. Classical monodromy matrices and conserved charges}

We consider \(1+1\) dimensional field theories with an internal nonabelian symmetry group \(G\). The associated Noether current, \(A_{\mu}(t, x)\) (taking values in the Lie algebra of of \(G\) ) is supposed to be conserved
\[
\begin{equation*}
\partial_{\mu} A^{\mu}=0 \tag{2.1}
\end{equation*}
\]
and flat:
\[
\begin{equation*}
F_{\mu v} \equiv \partial_{\mu} A_{v}-\partial_{v} A_{\mu}+\left[A_{\mu} A_{v}\right]=0 \tag{2.2}
\end{equation*}
\]

We assume the boundary conditions
\[
\begin{equation*}
A_{\mu}(t, x) \rightarrow 0 \quad \text { as } \quad|x| \rightarrow \infty \tag{2.3}
\end{equation*}
\]

The main object of our interest is the monodromy matrix \(T(X, Y \mid \lambda)\) which fulfills the equations \({ }^{11)}\) 4) 13)
\[
\begin{align*}
\frac{\partial}{\partial X^{\mu}} T(X, Y \mid \lambda) & =-L_{\mu}(X, \lambda) T(X, Y \mid \lambda)  \tag{2.4}\\
\frac{\partial}{\partial Y^{\mu}} T(X, Y(\lambda) & =T(X, Y \mid \lambda) L_{\mu}(Y, \lambda)  \tag{2.5}\\
T(X, X \mid \lambda) & =1  \tag{2.6}\\
L_{\mu}(X, \lambda) & =\frac{\lambda}{\lambda^{2}-1}\left(\lambda A_{\mu}(X)-\varepsilon_{\mu v} A^{v}(X)\right)  \tag{2.7}\\
X=(t, x), Y & =\left(t^{\prime}, y\right), g_{00}=-g_{11}=\varepsilon_{01}=1
\end{align*}
\]
where

Eqs. (2.1), (2.2) are the compatibility conditions of eqs. (2.4), or equivalently, of eqs. (2.5). We also introduce
\[
\begin{align*}
T^{+}(X, \lambda) & =\lim _{y \rightarrow+\infty} T(X, Y \mid \lambda) \\
T^{-}(Y, \lambda) & =\lim _{x \rightarrow-\infty} T(X, Y \mid \lambda)  \tag{2.8}\\
T(\lambda) & =\lim _{x \rightarrow-\infty} \lim _{y \rightarrow+\infty} T(X, Y(\lambda) .
\end{align*}
\]

Since \(L_{\mu}(X, \lambda)\) vanishes for \(|x|+\infty\), the monodromy matrix \(T(X, Y \mid \lambda)\) becomes independent of \(t(t ')\) as \(x(y)\) goes to infinity. In particular, \(T(\lambda)\) is a time independent functional of the currents \(A_{\mu}\) (thus, of the basic fields of the theory) and generates an infinite series of conserved non-local charges \({ }^{12)} Q^{(n)} \in g\) :
\[
\begin{align*}
T(\lambda) & =\exp Q(\lambda), Q(\lambda)=\sum_{1}^{\infty} \lambda^{n} Q^{(n)}, \frac{d}{d t} Q^{(n)}=0 \\
Q^{(0)} & =-\int_{-\infty}^{+\infty} \alpha x A_{0}(x)  \tag{2.9}\\
Q^{(1)} & =-\frac{1}{4} \int_{-\infty}^{+\infty} d x \int_{-\infty}^{+\infty} \alpha_{y} \varepsilon(x-y)\left[A_{0}(x), A_{0}(y)\right]-\int_{-\infty}^{+\infty} d x A_{1}(x) \text { etc. }
\end{align*}
\]

For later use, we note the transformation behaviour of currents and monodromy matrices under \(\mathcal{P}\) (parity) and \(\mathcal{T}\) (time reversal):
\(\mathcal{P}:\left\{\begin{array}{l}A_{0}(X) \rightarrow A_{0}(\tilde{x}) \\ A_{1}(x) \rightarrow-A_{1}(\tilde{x}) \\ L_{0}(x, \lambda) \rightarrow L_{0}(\tilde{x},-\lambda) \\ L_{1}(x, \lambda) \rightarrow-L_{1}(\tilde{x},-\lambda)\end{array} \quad \mathcal{T}:\left\{\begin{array}{l}A_{0}(x) \rightarrow-A_{0}(-X) \\ A_{1}(x) \rightarrow-A_{1}(-x) \\ L_{0}(x, \lambda) \rightarrow-L_{0}(-x, \lambda) \\ L_{1}(x, \lambda) \rightarrow-L_{1}(-x, \lambda)\end{array}\right.\right.\)
with \(\tilde{X}=(t,-x)\), and consequently from eqs. (2.4), (2.5), (2.6):
\[
\begin{align*}
& \mathcal{P}: T(X, Y(\lambda) \rightarrow T(\tilde{X}, y(-\lambda)  \tag{2.10}\\
& \mathcal{P} \mathcal{T}: T(X, Y(\lambda) \rightarrow T(-X,-y \mid \lambda) \quad \text { and } T(\lambda) \rightarrow T^{-1}(-\lambda) \\
& T(\lambda) \rightarrow T^{-1}(\lambda) .
\end{align*}
\]

In several computations the following formula \({ }^{14)}\) will be used:
\[
\begin{equation*}
\frac{\delta T_{a b}(x, y(\lambda)}{\delta L_{1 i j}(z, \lambda)}=T_{a i}(x, z \mid \lambda) T_{j b}(z, y(\lambda) \text { for } x<z<y \tag{2.11}
\end{equation*}
\]
where the time arguments \(t=t\) ' have been dropped. To prove it, we convert, say, eqs. (2.5), (2.6) into an integral equation
\[
T(x, y \mid \lambda)=1+\int_{x}^{y} d w T(x, w \mid \lambda) L_{1}(w, \lambda)
\]
whence
\[
\frac{\delta T_{a b}(x, y \mid \lambda)}{\delta L_{1 i j}(z, \lambda)}=\int_{z}^{y} d w \frac{\delta T_{a c}(x, w(\lambda)}{\delta L_{1 i j}(z, \lambda)} L_{1 c b}(w, \lambda)+T_{a i}(x, z \mid \lambda) \delta_{j b}
\]
which is solved by expression (2.11); analogously the x dependence is determined, starting from eq. (2.4).

\section*{II.2. Examples}
II.2.1. The chiral fermionic models \({ }^{6}\) ) are given through the Lagrangian
\[
\begin{equation*}
\mathcal{L}=i \bar{\psi} g \psi+g\left(\bar{\psi} \gamma_{\mu} I_{\alpha} \psi\right)\left(\bar{\psi} \gamma^{\mu} I^{\alpha} \psi\right) \tag{2.12}
\end{equation*}
\]

Here the \(\gamma^{\mathbf{u}}\) are the usual Dirac matrices, the \(I_{\alpha}=-I_{\alpha}{ }^{+}(\alpha=1 \ldots\) dim \(G)\) provide a unitary representation of the (compact) internal symmetry group G,
\[
\left[I_{\alpha}, I_{\beta}\right]=f_{\alpha \beta}^{\gamma} I_{\gamma}, \quad I^{\alpha}=k^{\alpha \beta} I_{\beta}
\]
where \(K_{\alpha \beta}=\operatorname{tr}\left(I_{\alpha} I_{\beta}\right)=\left(K^{-1}\right)^{\alpha \beta}\) is the Killing form of G. \(\psi_{a \mu}(a=1 \ldots N\); \(\mu=1,2\) ) is a fermion field in two-dimensional space-time. We shall deal with both commuting and anticommuting spinors. If we set \(G=S U(N)\) in the fundamental representation, we recover the chiral Gross-Neveu model. The Hamiltonian of the theory reads
\[
\begin{equation*}
H=\int_{-\infty}^{+\infty} d x\left[-i \psi^{+} \gamma^{5} \partial_{\mu} \psi-g\left(\bar{\psi} \gamma_{\mu} I_{\alpha} \psi\right)\left(\bar{\psi} \gamma^{\mu} I^{\alpha} \psi\right)\right] \tag{2.13}
\end{equation*}
\]
where \(\gamma^{5}=\gamma^{0} \gamma^{1}\), and for the case of commuting spinors, the Poisson brackets are the usual ones:
\[
\begin{equation*}
\left\{\psi_{a \mu}(t, x), \psi_{b v}(t, y)\right\}=i \delta_{a b} \delta_{\mu \nu} \delta(x-y) \tag{2.14}
\end{equation*}
\]

If \(\psi_{a \mu}(t, x)\) is a Grassmann variable, however, we use
\[
\begin{equation*}
\{A, B\}=i \int_{-\infty}^{+\infty} d x \sum_{a_{1} \mu} A\left(\frac{\stackrel{\delta}{\delta}}{\delta \psi_{a \mu}^{+}(x)} \frac{\vec{\delta}}{\delta \psi_{a \mu}(x)}+\frac{\stackrel{\leftarrow}{\delta}}{\delta \psi_{a \mu}(x)} \frac{\vec{\delta}}{\delta \psi_{a \mu}^{+}(x)}\right) B \tag{2.15}
\end{equation*}
\]
where \(\frac{\hbar}{\delta \psi_{a \mu}(x)}\) and \(\frac{\delta}{\delta \psi_{a \mu}(x)}\) denote the right and left derivative \({ }^{15)}\) in the Grassmann algebra, respectively. For even functions A, B this Poisson bracket is antisymmetric and fulfills the Jacobi identity.

It is easy to show from the equations of motion that the current
\[
\begin{align*}
& A_{\mu}=\sum_{\alpha=1}^{\operatorname{din} G} A_{\mu}^{\alpha} I_{\alpha},  \tag{2.16}\\
& A_{\mu}^{\alpha}=-4 i g\left(\bar{\psi} \gamma_{\mu} I^{\alpha} \psi\right), \mu=0,1
\end{align*}
\]
verifies eqs. (2.1) and (2.2). Moreover, its classical current algebra is given by
\[
\begin{equation*}
\left.\left\{A_{\mu}(t, x), A_{v}(t, y)\right\}=4 g \delta(x-y)\left[1 \otimes A_{\mid \mu-v i}(t, x), T\right]\right] \tag{2.17}
\end{equation*}
\]
where
\[
\begin{equation*}
\Pi=\sum_{\alpha=1}^{\operatorname{\alpha im} G} I_{\alpha} \otimes I^{\alpha} \tag{2.18}
\end{equation*}
\]
and we have used the tensor product notation
\[
(A \odot \mathcal{B})_{a c, b d}=A_{a b} \mathcal{B}_{c d}, \quad\{A \not B\}_{a c, b \alpha}=\left\{A_{a b}, \mathcal{B}_{c \alpha}\right\}
\]

Both assertions hold for commuting as well as anticommuting spinors.

To control the conservation of \(T(\lambda)\), we compute from eqs. (2.14) or (2.15)
\[
\left\{H 0 L_{1}(x, \lambda)\right\}=\partial_{1} L_{0}(x, \lambda)-\left[L_{0}(x, \lambda), L_{1}(x, \lambda)\right]
\]
(cf.eq. (2.2)), and using eqs. (2.11) and (2.4), (2.5):
\[
\begin{aligned}
\{H \otimes T(\lambda)\} & =\int_{-\infty}^{+\infty} d x \sum_{i j}\left\{H, L_{1 i j}(x, \lambda)\right\} \frac{\delta T(\lambda)}{\delta L_{1 i j}(x, \lambda)} \\
& =\int_{-\infty}^{+\infty} d x T^{-\infty}(x, \lambda)\left(\partial_{1} L_{0}(x, \lambda)-\left[L_{0}(x, \lambda), L_{1}(x, \lambda)\right]\right) T^{+}(x, \lambda) \\
& =0 \text { upon partial integration. }
\end{aligned}
\]
II.2.2. The Gross-Neveu model with the Lagrangian
\[
\begin{equation*}
\mathcal{L}=\sum_{a=1}^{N} i \bar{\phi}_{a} \partial \phi_{a}+g\left(\sum_{a=1}^{N} \bar{\phi}_{a} \phi_{a}\right)^{2} \tag{2.19}
\end{equation*}
\]
provides another example. The symmetry group of the model depends on whether \(\phi_{a \mu}(a=1, \ldots N ; \mu=1,2)\) is a commuting or anticommuting spinor.
a) Commuting spinous

We shall employ the notation \({ }^{16)}\)
\[
\begin{aligned}
\left(u^{a}\right) & =\sqrt{2}\left(\operatorname{Re} \phi_{11} \ldots \operatorname{Re} \phi_{N 1}, \operatorname{Jm} \phi_{11} \ldots \operatorname{Jm} \phi_{N 1}\right)^{T}, \quad a=1 \ldots 2 N \\
\left(v_{a}\right) & =\sqrt{2}\left(\operatorname{Re} \phi_{12} \ldots \operatorname{Re} \phi_{N 2}, \operatorname{Jm} \phi_{12} \ldots \operatorname{Jm} \phi_{N 2}\right)^{T}, \\
u_{a} & =\varepsilon_{a b} u^{b}, v^{a}=\varepsilon^{a b} v_{b}, \\
\left(\varepsilon_{a b}\right) & =\left(\begin{array}{cc}
0 & 1_{N} \\
-\mathbb{1}_{N} & 0
\end{array}\right)=-\left(\varepsilon^{a b}\right) .
\end{aligned}
\]

The canonical formalism is given by the Hamiltonian
\[
\begin{equation*}
H=-\int_{-\infty}^{+\infty} d x\left[\frac{1}{2} \sum_{a=1}^{2 N}\left(u^{a} \partial_{1} u_{a}-v^{a} \partial_{1} v_{a}\right)+g\left(\sum_{a=1}^{2 N} u^{a} v_{a}\right)^{2}\right] \tag{2.20}
\end{equation*}
\]
and the Poisson brackets
\[
\begin{align*}
& \left\{u^{a}(t, x), u^{b}(t, y)\right\}=\left\{v^{a}(t, x), v^{a}(t, y)\right\}=\varepsilon^{a b} \delta(x-y) \\
& \left\{u^{a}(t, x), v^{b}(t, y)\right\}=0 \tag{2.21}
\end{align*}
\]

Eqs. (2.20) and (2.21) exhibit the symplectic group \(\mathrm{Sp}(\mathrm{N})\) as the symmetry group of the commuting Gross-Neveu model.

The conserved and curvatureless current reads
\[
\begin{align*}
& \left(A_{0}\right)_{b}^{a}=-2 g\left(u^{a} u_{b}+v^{a} v_{b}\right)  \tag{2.22}\\
& \left(A_{1}\right)_{b}^{a}=-2 g\left(u^{a} u_{b}-v^{a} v_{b}\right)
\end{align*}
\]
and the current algebra is found to be
\[
\begin{equation*}
\left\{A_{\mu}(t, x) ; A_{v}(t, y)\right\}=-2 g \delta(x-y)\left[A_{|\mu-v|}(t, x) \otimes 1, P+\sum\right] \tag{2.23}
\end{equation*}
\]
where
\[
\begin{equation*}
P_{b \alpha}^{a c}=\delta_{d}^{a} \delta_{b}^{c}, \quad \sum_{b \alpha}^{a c}=\varepsilon^{a c} \varepsilon_{b d} \tag{2.24}
\end{equation*}
\]
( \(P\) is a permutation operator: \(P(A \otimes B) P=B \otimes A\), it coincides with \(\Pi\) (eq. (2.18)) if \(G\) is \(U(N)\) in the fundamental representation.)
b) Anticommuting spinors

Going over from the complex spinors \(\phi_{a \mu}(a=1 \ldots N)\) to Majorana spinors \(\psi_{\mathrm{a} \mu}(a=1, \ldots, 2 N)\) we have the Hamiltonian
\[
\begin{equation*}
H=\int_{-\infty}^{+\infty} d x\left[-i \sum_{a=1}^{2 N} \psi_{a}^{+} \gamma^{5} \partial_{1} \psi_{a}-g\left(\sum_{a=1}^{2 N} \bar{\psi}_{a} \psi_{a}\right)^{2}\right] \tag{2.25}
\end{equation*}
\]
and the Poisson brackets
\[
\begin{equation*}
\{A, B\}=i \int_{-\infty}^{+\infty} d x \sum_{a, \alpha} A\left(\frac{\stackrel{\leftarrow}{\delta}}{\delta \psi_{a \alpha}(x)} \frac{\vec{\delta}}{\delta \psi_{a \alpha}(x)}\right) B \tag{2.26}
\end{equation*}
\]
showing the \(O(2 N)\) symmetry of the anticommuting Gross-Neveu model.

The current
\[
\begin{equation*}
\left(A_{\mu}\right)_{a b}=-8 i g\left(\bar{\psi}_{a} \gamma_{\mu} \psi_{b}\right) \tag{2.27}
\end{equation*}
\]
is conserved and flat; the current algebra is
\[
\begin{equation*}
\left\{A_{\mu}(t, x) \cdot A_{v}(t, y)\right\}=8 g \delta(x-y)\left[A_{1 \mu-v i} \otimes \mathcal{1}, P-\Delta\right] \tag{2.28}
\end{equation*}
\]
with
\[
\begin{equation*}
\Delta_{a c, b d}=\delta_{a c} \delta_{b d} \tag{2.29}
\end{equation*}
\]

Notice that \(P-\Delta\) coincides with \(T\) in eq. (2.18) for the fundamental representation of \(O(2 N)\) : Choosing
\[
\begin{aligned}
I_{\alpha} \equiv I_{k l},\left(I_{k \ell}\right)_{a b} & =\delta_{k a} \delta_{l b}-\delta_{k b} \delta_{l a}, 1 \leq k<l \leq 2 N, \\
I^{k \ell} & =-\frac{1}{2} I_{k l},
\end{aligned}
\]
we have
\[
T=-\frac{1}{2} \sum_{1 \leqslant k<\ell \leqslant 2 N} I_{k e} * I_{k e}=P-\Delta
\]

Thus, the \(O(2 N)\) Gross-Neveu model as well as the chiral fermionic models in II.2.l. provide explicit realizations of the Lie poisson bracket construction in ref. 3 (Faddeev). The above classical current algebra holds also for the \(O(2 N+1)\) case (whereas the properties of the quantum models might be different, due to different features of the representations of \(O(N)\) for odd and even \(N\) ).

The current algebras (2.17) and (2.23) are called ultralocal because they contain the \(\delta\) function but not its derivatives.
II.2.3. The chiral \(\sigma\) model involves a field \(g(t, x)\) taking values in a Lie group G. The Lagrangian is
\[
\begin{equation*}
\mathscr{L}=-\frac{1}{2} \operatorname{tr} A_{\mu} A^{\mu} \tag{2.30}
\end{equation*}
\]
where
\[
\begin{equation*}
A_{\mu}=g^{-1} \theta_{\mu} g \tag{2.31}
\end{equation*}
\]
is the conserved and flat current. The symmetry group is actually GxG. G can be replaced by a Riemannian symmetric space \(G / H\), leading to the non-linear \(\sigma\) model on \(G / H 4\) ). For (2.30), the Hamiltonian 17)
\[
H=\frac{1}{2} \int_{-\infty}^{+\infty} d x d r\left(-\pi^{\top} g \pi^{\top} g+\partial_{x} g \partial_{x}\left(g^{-1}\right)\right)
\]
and the Poisson brackets for \(g\) and \(\pi=\partial_{0}\left(g^{-l}\right)^{T}\)
\[
\begin{aligned}
& \left\{g(t, x) \otimes \pi^{\top}(t, y)\right\}=\delta(x-y) P \\
& \{g(t, x) ; g(t, y)\}=\{\pi(t, x) ; \pi(t, y)\}=0
\end{aligned}
\]
lead to the non-ultralocal current algebra \({ }^{9)}\)
\[
\begin{align*}
& \left\{A_{0}(t, x) ; A_{0}(t, y)\right\}=\delta(x-y)\left[\mathcal{1} \bullet A_{0}(t, x), P\right] \\
& \left\{A_{1}(t, x) ; A_{0}(t, y)\right\}=\delta(x-y)\left(1 \otimes A_{1}(t, x)\right) P-\delta^{\prime}(x-y)\left(g^{-1}(x) g(y) \otimes 1\right) P  \tag{2.32}\\
& \left\{A_{1}(t, x) ; A_{1}(t, y)\right\}=0 .
\end{align*}
\]

The \(\delta\) ' function in (2.32) (caused by the spatial derivative in \(A_{1}(t, x)\) ) is a source of trouble in the determination of the charge algebra for the chiral models.

\section*{II.3. Computation of the charge algebras}

The Poisson bracket of any two charges \(Q^{(n)}\) can be obtained from the Poisson bracket of the monodromy matrices. To determine it, we start from the chain rule:
\(\{T(\lambda) \otimes T(\mu)\}=\int_{-\infty}^{+\infty} d x \int_{-\infty}^{+\infty} d y\left(\frac{\delta T(\lambda)}{\delta L_{1 i j}(x, \lambda)} \frac{\delta T(\mu)}{\delta L_{1 k e}(y, \mu)}\right)\left\{L_{1 i j}(x, \lambda), L_{i k e}(y, \mu)\right\}\).
For the fermionic models (sects. II.2.1. and II.2.2.) we have
\(\left\{L_{1}(x, \lambda) \otimes L_{1}(y, \mu)\right\}=\delta(x-y)\left[r(\lambda, \mu), L_{1}(x, \lambda) 1+1 \otimes L_{1}(y, \mu)\right]\)
where the classical \(r\) matrix is given by
\[
r(\lambda, \mu)= \begin{cases}\frac{4 g}{\lambda^{-7}-\mu^{-1}} \pi & \text { for models (2.12) }  \tag{2,35}\\ \frac{2 g}{\lambda^{-1}-\mu^{-1}}(P+\Sigma) & \text { for model (2.19), commuting } \\ -\frac{8 g}{\lambda^{-1}-\mu^{-1}}(P-\Delta) & \text { for model (2.19), anticommuting }\end{cases}
\]

To derive eq. (2.34) from the current algebras (2.17), (2.23), (2.28), respectively, one uses the formulas
\[
\begin{aligned}
& {[x \otimes \mathbb{1}+1 \otimes x, r(\lambda, \mu)]=0 \quad x \in o g,} \\
& A_{1}(x)=\frac{1}{\lambda-\mu}\left(\alpha(\lambda) L_{1}(x, \lambda)-\alpha(\mu) L_{1}(x, \mu)\right)
\end{aligned}
\]
\[
A_{0}(x)=\frac{1}{\lambda-\mu}\left(\mu \alpha(\lambda) L_{1}(x, \lambda)-\lambda \alpha(\mu) L_{1}(x, \mu)\right) \quad, \alpha(\lambda)=\frac{\lambda^{2}-1}{\lambda} .
\]

Inserting eqs.(2.11), (2.34) into (2.33) and using eqs. (2.4), (2.5), we find
\[
\begin{align*}
\{T(\lambda) \otimes T(\mu)\} & =-\int_{-\infty}^{+\infty} d x \partial_{x}\left[\left(T^{-}(x, \lambda) \otimes T^{-}(x, \mu)\right) r(\lambda, \mu)\left(T^{+}(x, \lambda) \otimes T^{+}(x, \mu)\right)\right] \\
& =[r(\lambda, \mu), T(\lambda) T(\mu)] \tag{2.38}
\end{align*}
\]

The result (2.38) shows that the canonical algebra of the monodromy matrices is a quadratic algebra: the Poisson bracket of two \(T\) 's is not a linear, but a quadratic expression in the T's.

The algebra (2.38) is called the classical Yang-Baxter algebra. Its structure constants (as well as those of the current algebra) are provided by the classical \(r\) matrix. The antisymmetry of the Poisson bracket (2.38)
\[
P\{T(\lambda) \otimes T(\mu)\} P=-\{T(\mu) \otimes T(\lambda)\}
\]
is assured because of
\[
[r(\lambda, \mu), P]=0
\]

An important property of the \(r\) matrices (2.35) - (2.37) is that they satisfy the classical Yang-Baxter equation
\(\left[r_{12}(\lambda, \mu), r_{13}(\mu, \rho)\right]+\left[r_{13}(\mu, \rho), r_{23}(\rho, \lambda)\right]+\left[r_{23}(\rho, \lambda), r_{12}(\lambda, \mu)\right]=0\)
In eq. (2.39), the \(r_{i j}(\lambda, \mu)\) act in a threefold tensor product space rather than in a twofold one, the indices \(i, j\) indicating those spaces on which the action is nontrivial:
\[
r_{12}(\lambda, \mu) \equiv r(\lambda, \mu) \otimes 1_{3}
\]
for example. The classical Yang-Baxter equation is a sufficient condition for the algebra (2.38) to satisfy the Jacobi identity.

Inserting the expansion
\[
\begin{equation*}
T(\lambda)=\sum_{0}^{\infty} \lambda^{n} T^{(n)} \tag{2.40}
\end{equation*}
\]
into eq. (2.38), we obtain
\[
\begin{equation*}
\left\{T^{(n)}, T^{(m)}\right\}=\sum_{l=0}^{m-1}\left[\Gamma^{(m+n)} T^{(l+n-\ell-1)}\right] \tag{2.41}
\end{equation*}
\]
where \(\Gamma= \begin{cases}-4 g \pi & \text { for models (2.12) } \\ -2 g(P+\Sigma) & \text { for model (2.19), commuting, } \\ 8 g(P-\triangle) & \text { for model (2.19), anticommuting. }\end{cases}\)

Eq. (2.41) gives, in particular,
\[
\begin{align*}
& \left\{T^{(n)} T^{(1)}\right\}=\left[\Gamma, T^{(n)} \otimes \mathbb{1}\right] \\
& \left\{T^{(2)} \otimes T^{(2)}\right\}=\left[\Gamma, T^{(3)} \otimes \mathbb{1}+T^{(2)} \otimes T^{(1)}\right]  \tag{2.42}\\
& \left\{T^{(3)}: T^{(2)}\right\}=\left[\Gamma, T^{(4)} \otimes \mathbb{1}+T^{(3)} \otimes T^{(1)}\right]
\end{align*}
\]

From eq. (2.41) one can obtain the algebra of the charges \(Q^{(n)}\) (2.9) upon expanding the logarithm. For the \(S U(N)\) chiral Gross-Neveu model one gets, for example,
\[
\left\{Q^{(1)} ; Q^{(1)}\right\}=\left[P,\left(Q^{(2)}-\frac{1}{12}\left(Q^{(0)}\right)^{3}\right) \theta 1+\frac{1}{4}\left(Q^{(0)}\right)^{2} \theta Q^{(0)}\right]
\]

Writing
\[
T^{(1)}=Q^{(0)}=\sum_{\alpha=1}^{\alpha \operatorname{lin} G} Q_{\alpha}^{(0)} I^{\alpha}
\]
the first of eqs. (2.42) yields
\[
\left\{Q_{k}^{(0)}, Q_{\beta}^{(0)}\right\}=k f_{\alpha \beta}^{\gamma} Q_{\gamma}^{(0)}
\]
\(\mathrm{k}= \begin{cases}-4 \mathrm{~g} & \text { for models (2.2) } \\ -4 \mathrm{~g} & \text { for model (2.19), commuting } \\ 8 \mathrm{~g} & \text { for model (2.19), anticommuting },\end{cases}\)
so the \(Q_{\alpha}^{(0)}\) are the generators of the internal symmetry group \(G\).

All the considerations in sect. II. 3 rely on the current algebra being ultralocal. For the non-ultralocal case of the chiral \(\sigma\) models, the \(\delta^{\prime}\) function in the current algebra produces singularities in the Poisson brackets of non-local objects: for example, the two integrations in the r.h.s. of eq. (2.33) do not commute. As a consequence, one does not obtain a classical \(r\) matrix solving the classical YangBaxter equation, hence, the Jacobi identity for the charge algebra fails. A detailed analysis of this problem can be found in ref. 9.
II.4. Kac-Moody current algebras

The formulas (2.17), (2.28) for the (equal time) current algebra
\[
\begin{equation*}
\left\{A_{\mu}(x), A_{\nu}(y)\right\}=c \delta(x-y)\left[1 \otimes A_{1 \mu-v i}(x), T\right] \tag{2.43}
\end{equation*}
\]
( \(c=\) fact. (coupling constant \(g\) )) can be rewritten in terms of
\[
A_{ \pm}(x)=A_{0}(x) \pm A_{1}(x)
\]
as follows:
\[
\begin{aligned}
& \left\{A_{ \pm}(x) \otimes A_{ \pm}(y)\right\}=2 c \delta(x-y)\left[1 \otimes A_{ \pm}(x), \pi\right] \\
& \left\{A_{+}(x) ; A_{-}(y)\right\}=0
\end{aligned}
\]

For the components of \(A \pm(x)\) with respect to a basis of generators \(I_{\alpha}\),
\[
A_{ \pm}(x)=A_{ \pm}^{\alpha}(x) I_{\alpha}
\]
we find
\[
\begin{align*}
& \left\{A_{ \pm}^{\alpha}(x), A_{ \pm}^{\beta}(y)\right\}=2 c f_{\gamma}^{\alpha \beta} \delta(x-y) A_{ \pm}^{\gamma}(x) \\
& \left\{A_{+}^{\alpha}(x), A_{-}^{\beta}(y)\right\}=0 . \tag{2.44}
\end{align*}
\]

Taking x -space to be a circle, \(\mathrm{x} \in[0,2 \pi]\), and inserting the Fourier decomposition
\[
A_{ \pm}^{\alpha}(x)=\frac{1}{2 \pi} \sum_{n=-\infty}^{+\infty} A_{ \pm}^{\alpha}(n) e^{i n x}
\]
we have
\[
\begin{equation*}
\left\{A_{ \pm}^{\alpha}(n), A_{ \pm}^{\beta}(m)\right]=2<f_{\gamma}^{\alpha \beta} A_{ \pm}^{\gamma}(n+m) . \tag{2.45}
\end{equation*}
\]

Eggs. (2.44) or (2.45) show that the current algebra (2.43) is built up of two mutually commuting Kac-Moody algebras 19) with vanishing central charge. The result of sect. II. 3 tells us that, going over to the monodromy matrix \(T(\lambda)\) as functional of the \(A_{\mu}\) 's, we obtain a representtation of the Yang-Baxter algebra induced by the representations (2.44) of the Kac-Moody algebra.

It iss well known that a quantization of the current algebra in general leads to extra terms in the commutation relations (2.44), the so called Schwinger terms, which can be computed perturbatively. In two dimensions they turn out to be finite. Taking the currents to be made up of free fermion fields which is equivalent to the large \(N\) limit one gets 18) 6)
\(\left[A_{\mu}(x), A_{\nu}(y)\right]=-i c \delta(x-y)\left[1 \bullet A_{1 \mu-v 1}(x), \pi\right]+\frac{i c^{2}}{2 \pi} \delta_{|\mu-v|, 1} \delta^{\prime}(x-y) \pi\)
or, for the redefined current
\[
\mathcal{B}_{ \pm}^{\alpha}(x)=-\frac{1}{c} A_{ \pm}^{\alpha}(x):
\]
\[
\begin{equation*}
\left[\mathcal{B}_{ \pm}^{\alpha}(x), B_{ \pm}^{\beta}(y)\right]=2 i f_{\gamma}^{\alpha \beta} \delta(x-y) B_{ \pm}^{\gamma}(x) \pm \frac{i}{\pi} \delta^{\prime}(x-y) k^{\alpha \beta} \tag{2.47}
\end{equation*}
\]
and for the Fourier components of \(\mathrm{B}_{ \pm}^{\alpha}(\mathrm{x})\) :
\[
\begin{equation*}
\left[B_{ \pm}^{\alpha}(n), B_{ \pm}^{\beta}(m)\right]=2 i f_{\gamma}^{\alpha \beta} B_{ \pm}^{\gamma}(n+m) \mp 2 n \delta_{n-m} K^{\alpha \beta} \tag{2.48}
\end{equation*}
\]

Formulas (2.47) or (2.48) show that, in the approximation indicated above, the quantum current algebra consists of two mutually commuting Kac-Moody algebras with central charge \(\pm\) l. At present, it is not known whether one can construct, in analogy to the classical case, a functional of the quantum currents providing a representation of the quantum Yang-Baxter algebra. The method for the computation of the quantum charge algebra explained in the next chapter avoids a direct use of currents.

There is another representation of the Kac-Moody algebra with zero central charge going along with the classical models considered in section II. Here the generators are realized as infinitesimal symmetry transformations of the field equations \({ }^{20)}\). This representation, which sometimes was wrongly apostrophized as algebra of non-local charges, is in fact an infinitesimal version of the Riemann-Hilbert transformation method to compute solutions of the field equations. Its drawback is that the transformations are not canonical (not extendable to phase space) \({ }^{17)}\) and cannot be taken over to the quantum models.

Our conclusion is that the Kac-Moody algebra has its place at the level of current algebras, whereas the non-local charges generate a Yang-Baxter algebra, in the classical as well as in the quantum case to be discussed in the next section.
III. Quantum Yang-Baxter charge algebras
III. 1 General method

The existence of a conserved monodromy operator \(T(\lambda)\) in the quantum field theory involves a non-trivial renormalization problem since \(T(\lambda)\) is built of products of arbitrary numbers of fields at the same
point. More precisely, the \(n-t h\) charge \(Q^{(n)}\) contains up to \(n+1\) fields at the same point. It is possible to construct a renormalized and conserved \(Q^{(1)}\) for the \(O(N) / O(N-1)\) non-linear \(\sigma\) model (21) and for the Gross-Neveu models \({ }^{10}\) ) through short distance operator product expansion. The conservation of \(Q^{(1)}\) implies the absence of particle production and ensures the factorizability of the \(s\) matrix \({ }^{21}\) ). In general the renormalization procedure can lead to anomalies \({ }^{7}\) ).

In principle, it is possible to extend this procedure to the higher charges \(Q^{(n)}(n \geq 2)\). Practically, this seems impossible, so we shall instead follow a simpler and more direct way. Assuming the existence of \(T(\lambda)\) as a time independent operator in the quantum theory, we develop a method that provides an explicit construction for it, giving closed form expressions for all matrix elements of \(T(\lambda)\) in asymptotic states.

The quantum \(T(\lambda)\) will be constructed from the following general properties 9) 10):
a) \(T(\lambda)\) exists as a quantum operator and it commutes with energymomentum:
\[
\begin{equation*}
\left[T_{a b}(\lambda), P^{\mu}\right]=0 \tag{3.1}
\end{equation*}
\]
b) \(T(\lambda)\) fulfills a quantum factorization principle (eqs.(3.4),(3.5).
c) \(\mathcal{P}, \mathcal{T}\) and internal symmetries hold in the quantum theory.

To understand the meaning of (b), let us consider a classical field configuration formed by two separated lumps:
\[
A_{\mu}(X)= \begin{cases}A_{\mu}^{(1)}(X), & x \leq a  \tag{3.2}\\ 0 & a \leq x \leq b \\ A_{\mu}^{(2)}(X), & b \leq x\end{cases}
\]

From eqs. (2.4),(2.5) follows the factorization formula
\[
\begin{equation*}
T_{a b}\left(\lambda_{1}, A_{\mu}\right)=\sum_{c} T_{a c}\left(\lambda_{1} A_{\mu}^{(1)}\right) T_{c b}\left(\lambda_{1} A_{\mu}^{(2)}\right) \tag{3.3}
\end{equation*}
\]
for the classical monodromy matrix. Eq. (3.3) admits a very useful quantum generalization \({ }^{22}\) ) Let us denote by \(|\theta, \alpha\rangle\) the one-particle asymp-
toxic states of the theory, where \(\theta\) stands for the rapidity and \(\alpha\) for the set of internal quantum numbers. We assume here all particles to be massive. The quantum version of eq. (3.3) relates the action of \(T_{a b}(\lambda)\) on \(k\)-particle asymptotic states to a product of \(T_{a b}(\lambda)\) applied to one-particle states:
\[
T_{a b}(\lambda)\left|\theta_{1} \alpha_{1} \ldots \theta_{k} \alpha_{k}\right\rangle_{o u t}=\sum_{a_{1} \ldots a_{k-1}} T_{a a_{1}}(\lambda)\left|\theta_{1} \alpha_{1}\right\rangle T_{a_{1} a_{2}}(\lambda)\left|\theta_{2} \alpha_{2}\right\rangle \ldots T_{a_{1-1},-1}\left(\lambda_{k} \theta_{k} \alpha_{k}\right\rangle(3.4)
\]
and
\[
T_{a b}(\lambda)\left|\theta_{1} \alpha_{1} \ldots \theta_{k} \alpha_{k}\right\rangle_{i n}=\sum_{a_{1} \ldots a_{k-1}} T_{a_{1} b}(\lambda)\left|\theta_{1} \alpha_{1}\right\rangle T_{a_{2} a_{1}}\left(\lambda \mid\left(\theta_{2} \alpha_{2}\right) \ldots T_{a a_{k-1}}^{(\lambda)\left|\theta_{k} \alpha_{k}\right\rangle(3.5)}\right.
\]
where \(\theta_{i}>\theta_{j}\) for \(i>j\). Eqs. (3.1), (3.4) or (3.5) and the orthogonallity of \(k\)-particle states imply that matrix elements of \(T_{a b}(\lambda)\) between
\[
\begin{aligned}
& \text { states of different particle numbers vanish: } \\
& \begin{array}{l}
\text { states of different particle numbers vanish: } \\
\left\langle\theta_{1} \alpha_{1} \ldots \theta_{k} \alpha_{k}\right|\left[T_{a b}(\lambda), P \mu\right]\left|\theta^{\prime} \alpha^{\prime}\right\rangle=0 \Rightarrow\left\{\begin{array}{l}
\sum_{1}^{k} \cosh \theta_{j}=\cosh \theta^{\prime} \\
\sum_{1}^{k} \sinh \theta_{j}=\sinh \theta^{\prime}
\end{array}, ~ \$ ~\right.
\end{array}
\end{aligned}
\]

Taking the difference of the squares, we have
\[
k^{2} \leq k+\sum_{j \neq l} \cosh \left(\theta_{j}-\theta_{l}\right)=1,
\]
thus either \(k=1\), or the matrix element vanishes. The one-particle matrix element reads
\[
\begin{equation*}
\langle\theta \alpha| T_{a b}(\lambda)\left|\theta^{\prime} \beta\right\rangle=\delta\left(\theta-\theta^{\prime}\right) T_{a \alpha, b \beta}(\lambda, \theta) . \tag{3.6}
\end{equation*}
\]

The asymptotic states of the theory being connected as usual by the S matrix through
\[
\mid \text { in }\rangle=s \mid \text { out }\rangle
\]
we have the identity
\[
\begin{equation*}
\left.\left.\langle\operatorname{in}| S T_{a b}(\lambda) \mid \text { in }\right\rangle=\langle\text { out }| T_{a b}(\lambda) S \mid \text { out }\right\rangle . \tag{3.7}
\end{equation*}
\]

With the help of eqs. (3.4), (3.5) this gives for two-particle states
\[
\begin{aligned}
& \sum_{c_{1} \delta_{1}, \delta_{2}} S_{\gamma_{1} \gamma_{2}, \delta_{1} \delta_{2}}\left(\theta_{2}-\theta_{1}\right) T_{a \delta_{2}, c \gamma_{2}^{\prime}}\left(\lambda, \theta_{2}\right) T_{c \delta_{1}, b \gamma_{1}^{\prime}}\left(\lambda_{1} \theta_{1}\right)= \\
&= \sum_{c_{1} \delta_{1}, \delta_{2}} T_{a \gamma_{1} c \delta_{1}}\left(\lambda_{1} \theta_{1}\right) T_{c \gamma_{2}, b \delta_{2}}\left(\lambda_{1} \theta_{2}\right) S_{\delta_{1} \delta_{2}, \gamma_{1}^{\prime} \gamma_{2}^{\prime}}\left(\theta_{2}-\theta_{1}\right) \\
& \text { where } S_{\alpha_{1} \alpha_{2}, \alpha^{\prime}{ }_{1} \alpha^{\prime}{ }_{2}\left(\theta_{2}-\theta_{1}\right) \text { stands for the two-particle s matrix }} \\
&\text { out } \left.\left\langle\theta_{1} \alpha_{1}, \theta_{2} \alpha_{2}\right| \theta_{1}^{\prime} \alpha_{1}^{\prime}, \theta_{2}^{\prime} \alpha_{2}^{\prime}\right)_{\text {in }}=\delta\left(\theta_{1}-\theta_{1}^{\prime}\right) \delta\left(\theta_{2}-\theta_{2}^{\prime}\right) S_{\alpha_{1} \alpha_{2}, \alpha_{1}^{\prime} \alpha_{2}^{\prime}}\left(\theta_{2}-\theta_{1}\right) \pm\binom{\theta_{1}^{\prime} \leftrightarrow \theta_{2}^{\prime}}{\alpha_{1}^{\prime} \leftrightarrow \alpha_{2}^{\prime}}
\end{aligned}
\]
(here + holds for bosons and - for fermions). Eq. (3.8) can be recasted in the form of a matrix product on one-particle pock indices:
\[
R\left(\theta_{2}-\theta_{1}\right) \sum_{c} T_{a c}\left(\lambda_{1} \theta_{2}\right) \bullet T_{c b}\left(\lambda_{1} \theta_{1}\right)=\sum_{c} T_{a c}\left(\lambda_{1} \theta_{1}\right) \oplus T_{c b}\left(\lambda_{1} \theta_{2}\right) R\left(\theta_{2}-\theta_{1}\right)(3.9)
\]
where
\[
\begin{equation*}
R_{\alpha \beta, \gamma \delta}(\theta)=(S(\theta) P)_{\alpha \beta, \gamma \delta}=S_{\alpha \beta, \delta \gamma}(\theta) \tag{3.10}
\end{equation*}
\]
with \(P\) the permutation operator (eq.(2.24)), and
\[
\left(T_{a c}(\lambda, \theta \mid)_{\gamma \delta}=T_{a \gamma, b \delta}(\lambda, \theta)\right.
\]

Eq. (3.9) shows that \(T_{a \alpha^{\prime} b \beta}(\lambda, \theta)\) is a representation of the (quantum) Yang-Baxter algebra \({ }^{3)}\) associated to \(R(\theta)\), acting on an \(N\)-dimensional space ( \(a, b=1 \ldots N\) ) with \(\theta\) as spectral parameter.

Following (c), \(T_{a b}(\lambda)\) is further restricted by the invariance of the quantum theory under \(\mathcal{P}\) and \(\mathscr{T}\). The quantum analogue of eqs. (2.10) is the existence of a unitary operator \(\mathcal{P}\) and of an antiunitary operator \(\boldsymbol{\tau}=\mathcal{P} \mathcal{T}\) such that
\[
\tau T(\lambda) \tau^{-1}=T(\lambda)^{-1}
\]
or
\[
\begin{equation*}
T_{a c}(\lambda) \tau T_{c b}(\lambda) \tau^{-1}=\delta_{a b} \mathbb{1} \tag{3.11}
\end{equation*}
\]
and
\[
\mathcal{P} T(\lambda) \mathcal{P}^{-1}=T(-\lambda)^{-1}
\]
or
\[
\begin{equation*}
T_{a c}(-\lambda) P T_{c b}(\lambda) \mathcal{P}^{-1}=\delta_{a b} \mathbb{1} \tag{3.12}
\end{equation*}
\]

In eqs. (3.11), (3.12) \(\mathrm{T}^{-1}\) stands for the inverse operator in Fork space and for the inverse matrix in the \(N\)-dimensional auxiliary space. This gives on one-particle states
\[
\begin{equation*}
T_{a k, c b}(\lambda, \theta) T_{c \gamma, b \beta}^{*}(\lambda, \theta)=\delta_{a b} \delta_{\alpha \beta} \tag{3.13}
\end{equation*}
\]
and
\[
\begin{equation*}
T_{a \alpha, c \gamma}(-\lambda,-\theta) T_{c \gamma, b \beta}(\lambda, \theta)=\delta_{a b} \delta_{\alpha \beta} . \tag{3.14}
\end{equation*}
\]

Since \(|\theta, \alpha\rangle(\alpha=1 \ldots N)\) are possible particle states in the theory (they usually correspond to the fundamental fields) we can consider the \(S\) matrix \(S_{a \alpha, b \beta}(\theta)\) which satisfies the factorization equations \({ }^{8)}\)
\[
\begin{align*}
& S_{i_{1} i_{2}, k_{1} k_{2}}(\theta) S_{i_{3} k_{1}, k_{3} j_{1}}\left(\theta+\theta^{\prime}\right) S_{k_{2} k_{3}, j_{2} j 3}\left(\theta^{\prime}\right)=  \tag{3.15}\\
& =S_{i_{2} i_{3}, k_{2} k_{3}}\left(\theta^{\prime}\right) S_{i_{1} k_{3}, k_{1} j_{3}}\left(\theta+\theta^{\prime}\right) S_{k_{1} k_{2}, j+j_{2}}(\theta), \\
& \text { the unitarily relation }
\end{align*}
\]
\[
\begin{equation*}
S_{a \alpha, c \gamma}(\theta) S_{c \gamma, b \beta}\left(\theta^{*}\right)=\delta_{a b} \delta_{\alpha \beta} \tag{3.16}
\end{equation*}
\]
and the real analyticity condition
\[
\begin{equation*}
S_{a \alpha, b \beta}^{*}\left(\theta^{*}\right)=S_{a \alpha, b \beta}(-\theta) \tag{3.17}
\end{equation*}
\]

This provides an explicit solution of eqs. (3.8),(3.13),(3.14):
\[
\begin{equation*}
\left(T_{a b}(\lambda, \theta)\right)_{\alpha \beta}=S_{a \alpha, b \beta}(\theta+\gamma(\lambda)) e^{i \phi(\lambda, \theta)} \tag{3.18}
\end{equation*}
\]
where the quantum spectral parameter \(\gamma\) is a function of \(\lambda\) only, and \(\phi(\lambda, \theta)\) is a real phase. Eq. (3.13), (3.14) and (3.16), (3.17) imply
\[
\begin{align*}
& \gamma(\lambda)^{x}=\gamma(\lambda) \\
& \gamma(-\lambda)=-\gamma(\lambda) \tag{3.19}
\end{align*}
\]
and
\[
\phi(-\lambda,-\theta)=-\phi(\lambda, \theta) .
\]

When a continuous symmetry is present like in the non-linear \(\sigma\) model, SU(N) chiral Gross-Neveu and \(O(2 N)\) Gross-Neveu models, an expansion of \(T(\lambda)\) and \(S(\theta)\) into irreducible channels (see refs. 9,10 ) shows that (3.18), (3.19) provide the general solution of the problem.

All matrix elements of \(T_{a b}(\lambda)\) can now be computed using the oneparticle matrix elements (3.18) and the factorization principle (3.4), (3.5):
\[
\begin{align*}
& \text { out }\left\langle\theta_{1}^{\prime} \alpha_{1}^{\prime} \ldots \theta_{k}^{\prime} \alpha_{k}^{\prime}\right| T_{a b}(\lambda)\left|\theta_{1} \alpha_{1} \ldots \theta_{l} \alpha_{l}\right\rangle \text { out }= \\
& =\delta_{k l} \prod_{i=1}^{k} \delta\left(\theta_{i}-\theta_{i}^{\prime}\right) \sum_{a_{1}=a_{k-1}} S_{a \alpha_{1}^{\prime}, a_{1} \alpha_{1}}\left(\theta_{1}+\gamma(\lambda)\right) \ldots S_{a_{k-1} \alpha_{k}^{\prime}, b_{k}}\left(\theta_{k}+\gamma(\lambda)\right) e^{i\left\{\sum_{j=1}^{k} \phi\left(\lambda, \theta_{j}\right)\right\}}  \tag{3.20}\\
& \equiv T_{a\{\alpha\}, b\{\alpha\}}(\lambda,\{\theta\}) \delta_{k l} \prod_{i=1}^{k} \delta\left(\theta_{i}-\theta_{i}^{\prime}\right)
\end{align*}
\]
where \(\theta_{i}>\theta_{j}\) for \(i>j\). This formula displays the formal coincidence of \(T a\left\{\alpha^{\prime}\right\}, b\{\alpha\}(\lambda,\{\theta\})\) with the monodromy matrix in the statistical mechanics of an inhomogeneous vertex model on a line of \(k\) sites, the



The algebra of quantum monodromy operators follows from (3.20) and the Yang-Baxter equation (3.15):
\[
\left.S_{a b, c d}(\gamma(\lambda)-\gamma(\mu))[T(\lambda) \otimes T(\mu)]\right]_{c d_{1} e f}=[T(\mu) \otimes T(\lambda)]_{b a_{1} d_{c}} S_{c d_{1} e f}(\gamma(\lambda)-\gamma(\mu))
\]

Here, the product over Fock (greek) indices is understood, and the tensor product is over matrix (latin) indices. Since eq. (3.21) takes the same form in all k-particle subspaces, it holds as an operator equation in the whole Fock space. It can be written in the more compact form
\[
\begin{equation*}
R(\lambda, \mu)[T(\lambda) \otimes T(\mu)]=[T(\mu) \otimes T(\lambda)] R(\lambda, \mu) \tag{3.22}
\end{equation*}
\]
where
\[
\begin{equation*}
R(\lambda, \mu)=P S(\gamma(\lambda)-\gamma(\mu)) . \tag{3.23}
\end{equation*}
\]

So we find that the quantum \(R\) matrix is (up to a permutation of indices) equal to the two-body \(S\) matrix for states \(\left|a \theta, b \theta^{\prime}\right\rangle\) at \(\theta=\gamma(\lambda), \theta^{\prime}=\gamma(\mu)\); the phase \(\phi(\lambda, \theta)\) drops out of the algebra.

Quadratic algebras (3.22) of Yang-Baxter type are characteristic of integrable field theories and of integrable statistical models 3). However, all the \(T_{a b}(\lambda)\) are conserved here and not just the trace
\[
t(\lambda)=\sum T_{a a}(\lambda)
\]
the latter generating an abelian subalgebra of the charge algebra:
\[
[t(\lambda), t(\mu)]=0 .
\]

The classical monodromy matrix is invariant under Lorentz transformations
\[
(x \pm t) \rightarrow\left(x^{\prime} \pm t^{\prime}\right)=e^{ \pm \varepsilon}(x \pm t)
\]

However, since the rapidity transforms as
\[
\theta \rightarrow \theta^{\prime}=\theta+\varepsilon
\]
\(\square\)
the quantum spectral parameter \(\gamma(\lambda)\) carries a representation of the Lorentz group
\[
\lambda \rightarrow \lambda^{\prime}=\lambda(\varepsilon), \gamma(\lambda) \rightarrow \gamma^{\prime}=\gamma(\lambda)+\varepsilon
\]
leading to a nontrivial transformation behaviour of the charges,
III.2.1. The \(O(N) / O(N-1)\) nonlinear \(\sigma\) model

The spectrum of this model contains an \(N-p l e t\) of massive particles transforming under the fundamental representation of \(O(N)\). Their scattering is governed by a factorized \(S\) matrix; the two-body \(S\) matrix reads 8 )
\(S_{c_{1} c_{2}, c_{1}^{\prime} c_{2}^{\prime}}(\theta)=\delta_{C_{1} c_{2}} \delta_{C_{1}^{\prime} C_{2}^{\prime}} \sigma_{1}(\theta)+\delta_{c_{1} c_{1}^{\prime}} \delta_{C_{2} c_{2}^{\prime}} \sigma_{2}(\theta)+\delta_{c_{1} c_{2}^{\prime}} \delta_{c_{2} c_{1}^{\prime}} \sigma_{3}(\theta)\)
where
\[
\begin{aligned}
& \qquad \begin{aligned}
\sigma_{1}(\theta) & =-\frac{2 \pi i \Delta}{i \pi-\theta} \sigma_{2}(\theta) \quad, \sigma_{3}(\theta)=-\frac{2 \pi i \Delta}{\theta} \sigma_{2}(\theta) \\
\sigma_{2}(\theta) & =\frac{\Gamma\left(\Delta+\frac{\theta}{2 \pi i}\right) \Gamma\left(\frac{1}{2}+\frac{\theta}{2 \pi i}\right) \Gamma\left(\Delta+\frac{1}{2}-\frac{\theta}{2 \pi i}\right) \Gamma\left(1-\frac{\theta}{2 \pi i}\right)}{\Gamma\left(\frac{\theta}{2 \pi i}\right) \Gamma\left(\Delta+\frac{1}{2}+\frac{\theta}{2 \pi i}\right) \Gamma\left(\frac{1}{2}-\frac{\theta}{2 \pi i}\right) \Gamma\left(\Delta+1-\frac{\theta}{2 \pi i}\right)}, \Delta=(N-2) .
\end{aligned}, \quad(3.25)
\end{aligned}
\]
\(Q_{a b}^{(0)}\left|\theta_{1} c_{1} \ldots \theta_{k} c_{k}\right\rangle_{\text {in }}=\sum_{\{\alpha\}}\left|\theta_{1} \alpha_{1} \ldots \theta_{k} d_{k}\right\rangle_{\text {in }} \sum_{j=1}^{k} 2 i\left(I_{a b}^{(j)}\right)_{\{\alpha\}\{c\}}\),
\(Q_{a b}^{(1)}\left|\theta_{1} c_{1} \ldots \theta_{k} c_{k}\right\rangle_{\text {out }}=\sum_{\{d\}}\left|\theta_{1} d_{1} \ldots \theta_{k} d_{k}\right\rangle_{\text {out }}\).
\[
\cdot 2\left\{\mp \sum_{i<j}\left(I_{a c}^{(i)} I_{b c}^{(j)}-I_{b c}^{(i)} I_{a c}^{(j)}\right)+\frac{N-2}{i \pi} \sum_{j=1}^{N} \theta_{j} I_{a b}^{(j)}\right\}_{\{d\}[c\}}
\]
with
\[
\begin{equation*}
\left(I_{a b}^{(j)}\right)_{\{\alpha\}\{c\}}=\left(\delta_{a \alpha_{j}} \delta_{b c_{j}}-\delta_{b \alpha_{j}} \delta_{a c_{j}}\right) \prod_{l \neq j} \delta_{d_{i} c_{i}} \tag{3.27}
\end{equation*}
\]

From these formulas one can check that our basic assumptions (a), (b) and (c) are fulfilled to orders \(\lambda^{1}\) and \(\lambda^{2}\). Applying the general formalism in section III.l, we identify \({ }^{9)}\)
\[
\begin{equation*}
\left.T_{a d, b c}(\lambda, \theta)=S_{a d, b c}(\theta+\gamma(\lambda))\right) e^{i \phi(\lambda, \theta)} \tag{3.28}
\end{equation*}
\]

To get information on the functions \(\gamma(\lambda)\) and \(\phi(\lambda, \theta)\), we expand both sides of eq. (3.28): On the l.h.s. we get from eq. (3.26), (3.27):
\[
\begin{align*}
T_{a d, b c}(\lambda, \theta)= & \left(1-2 \lambda^{2}\right) \delta_{a b} \delta_{c \alpha}-2 i \lambda\left(1-\frac{\lambda}{\pi}(N-2) \theta\right) \delta_{a c} \delta_{b d} \\
& +2 i \lambda\left(1+\frac{\lambda}{\pi}(N-2)(i \pi-\theta)\right) \delta_{a d} \delta_{b c}+\theta\left(\lambda^{3}\right) . \tag{3.29}
\end{align*}
\]

Expanding the r.h.s. of eq. (3.28) around \(\gamma^{-1}=0\), stirling's formula yields
\[
\begin{align*}
S_{a d, b c}(\theta+\gamma)= & \left(1-2\left(\frac{\pi}{N-2}\right)^{2} \gamma^{-2}\right) \delta_{a b} \delta_{c \alpha}+\frac{2 \pi i}{N-2}\left(-\gamma^{-1}+\theta \gamma^{-2}\right) \delta_{a c} \delta_{b d}  \tag{3.30}\\
& +\frac{2 \pi i}{N-2}\left(\gamma^{-1}+(i \pi-\theta) \gamma^{-2}\right) \delta_{a d} \delta_{b c}+\theta\left(\gamma^{-3}\right) .
\end{align*}
\]

Both expressions match if
\[
\begin{equation*}
\gamma(\lambda)=\frac{\pi}{N-2} \lambda^{-1}+\theta(\lambda), \phi(\lambda, \theta)=\theta\left(\lambda^{3}\right) \tag{3.31}
\end{equation*}
\]
as \(\lambda \rightarrow 0\). Inserting eqs. (3.24),(3.25) into the Yang-Baxter algebra (3.21), we finally get the commutator algebra for the monodromy operators \(\mathrm{T}_{\mathrm{ab}}(\lambda)\) :
\[
\begin{align*}
{\left[T_{a c}(\lambda)\right.} & \left., T_{b d}(\mu)\right]=\frac{2 \pi i}{N-2} \cdot \frac{1}{\gamma(\lambda)-\gamma(\mu)}\left(T_{b c}(\lambda) T_{a d}(\mu)-T_{b c}(\mu) T_{a d}(\lambda)\right)  \tag{3.32}\\
& +\frac{2 \pi i}{N-2} \frac{1}{\gamma(\lambda)-\gamma(\mu)-i \pi}\left(\delta_{c \alpha} T_{b e}(\mu) T_{a e}(\lambda)-\delta_{a b} T_{e c}(\lambda) T_{e d}(\mu)\right)
\end{align*}
\]

The yang-Baxter equation (3.15) guarantees that the algebra (3.32) satisfies the Jacobi identity, unlike the classical case.

\section*{III.2.2 The \(\mathrm{O}(2 \mathrm{~N})\) Gross-Neveu model}

This model (2.25) has a rich spectrum containing kinks, elementary fermions and bound states. The physical \(S\) matrix of the elementary fermions (taking generalized statistics into account) coincides with the \(O(2 N) \sigma\) model \(S\) matrix up to a CDD pole \({ }^{5)}\) :
\[
S_{a b, c \alpha}^{G N}(\theta)=\frac{\sinh \theta+i \sin \frac{\pi}{N-1}}{\sinh \theta-i \sin \frac{\pi}{N-1}} S_{a b_{1} c \alpha}^{N L \sigma}(\theta)
\]

The charges \(Q^{(0)}\) and \(Q^{(1)}\) of both models are equal up to a ( \(g\)-dependent) normalization factor, hence, our assumptions (a) - (c) are verified up to \(\boldsymbol{\theta}\left(\lambda^{3}\right)\). We get for the matrix elements of \(T_{a b}(\lambda)\) between states of elementary fermions
\[
\begin{equation*}
\left.\langle\theta \alpha| T_{a b}(\lambda) \mid \theta^{\prime} c\right)=\delta\left(\theta^{\prime}-\theta\right) S_{a d, b c}^{\epsilon N}(\theta+\gamma(\lambda)) e^{i \phi(\lambda, \theta)} \tag{3.33}
\end{equation*}
\]
with
\[
\begin{equation*}
\gamma(\lambda)=\frac{\pi}{8 g(N-1)} \lambda^{-1}+\theta\left(\lambda^{3}\right) \quad, \quad \phi(\lambda, \theta)=\theta\left(\lambda^{3}\right) \tag{3.34}
\end{equation*}
\]

The commutator algebra looks as in eq. (3.32), the factors \(\frac{2 \pi i}{N-2}\) being replaced by \(\frac{i \pi}{N-1}\). Comparing with the classical charge algebra (2.38), (2.37)
\[
\begin{align*}
\left\{T_{a c}(\lambda), T_{b d}(\mu)\right\}=\frac{8 g}{\lambda^{-1}-\mu^{-1}} & \left(T_{b c}(\lambda) T_{a d}(\mu)-T_{b c}(\mu) T_{a d}(\lambda)\right.  \tag{3.35}\\
& \left.+\delta_{c d} T_{b c}(\mu) T_{a c}(\lambda)-\delta_{a b} T_{e c}(\lambda) T_{e d}(\mu)\right)
\end{align*}
\]
we see that both algebras cannot be isomorphic, due to the \(i \pi\) in the second term of (3.32). However, in the classical limit ( \(g \rightarrow 0\) ) we recover the classical result (3.35) through the correspondance \(\{,\} \longleftrightarrow-i[\),\(] .\)
III.2.3. The \(S U(N)\) Chiral Gross-Neveu model

This model is given by the Hamiltonian (2.13) with \(G=S U(N)\) in the fundamental representation. Its spectrum contains an \(N\)-piet of massive particles transforming under the fundamental representation \(\{N\}\) and an \(N-p l e t\) of their antiparticles transforming under \(\{\bar{N}\}\). Muletiparticle states are denoted as
\[
\begin{equation*}
\left|\theta_{1} c_{1}^{\alpha_{1}} \ldots \theta_{k} c_{k}^{\alpha_{k}}\right\rangle \tag{3.36}
\end{equation*}
\]
with \(\alpha_{i}=+(-)\) standing for a particle (antiparticle) \(\operatorname{SU}(N)\) label. The \(S\) matrix factorizes into the two-body \(S\) matrices
\[
\begin{aligned}
& \left\langle\theta_{1} c_{1}^{+}, \theta_{2} c_{2}^{+} \mid \theta_{1}^{\prime} \alpha_{1}^{+}, \theta_{2}^{\prime} \alpha_{2}^{+}\right\rangle_{\text {in }}=\delta\left(\theta_{1}-\theta_{1}^{\prime}\right) \delta\left(\theta_{2}-\theta_{2}^{\prime}\right) S_{c_{1} c_{2}, \alpha_{1} \alpha_{2}}\left(\theta_{2}-\theta_{1}\right)-\binom{\theta_{1} \rightarrow \theta_{2}}{c_{1} \rightarrow c_{2}} \\
& \text { art }\left\langle\theta_{1} c_{1}^{+}, \theta_{2} c_{2}^{-} \mid \theta_{1}^{\prime} d_{1}^{+}, \theta_{2}^{\prime} \alpha_{2}^{-}\right\rangle_{i n}=\delta\left(\theta_{1}-\theta_{1}^{\prime}\right) \delta\left(\theta_{2}-\theta_{2}^{\prime}\right) F_{c_{1} c_{2},} d_{1} \alpha_{2}\left(\theta_{2}-\theta_{1}\right)
\end{aligned}
\]
where
\[
\begin{align*}
& S_{c_{1} c_{2}, d_{1} d_{2}}(\theta)=u_{1}(\theta) \delta_{c_{1} d_{1}} \delta_{c_{2} d_{2}}+u_{2}(\theta) \delta_{c_{1} d_{2}} \delta_{c_{2}} d_{1} \\
& F_{c_{1} c_{2}( } d_{1} d_{2}(\theta)=t_{1}(\theta) \delta_{c_{1} d_{1}} \delta_{c_{2} d_{2}}+t_{2}(\theta) \delta_{c_{1} c_{2}} \delta_{d_{1} d_{2}}  \tag{3.37}\\
& u_{1}(\theta)=\frac{\Gamma\left(1-\frac{\theta}{2 \pi}\right) \Gamma\left(\frac{\theta}{2 \pi i}-\frac{1}{N}\right)}{\Gamma\left(1-\frac{\theta}{2 \pi i}-\frac{1}{N}\right) \Gamma\left(\frac{\theta}{2 \pi i}\right)}=t_{1}(i \pi-\theta), \quad u_{2}(\theta)=-\frac{2 \pi i}{N \theta} u_{1}(\theta) \\
& t_{2}(\theta)=-\frac{2 \pi i}{N(i r-\theta)} t_{1}(\theta)
\end{align*}
\]

The action of \(Q^{(0)}\) and \(Q^{(1)}\) on the states (3.36) is \({ }^{10)}\)
\[
\begin{aligned}
& Q_{a b}^{(0)}\left|\theta_{1} c_{1}^{\alpha} \ldots \theta_{k} c_{k}^{\alpha}\right\rangle_{\text {in }}=\sum_{\{d\}}\left|\theta_{1} d_{1}^{\alpha \alpha_{1}} \ldots \theta_{k} d_{k}^{\alpha}\right\rangle_{\text {int }} 4 g \sum_{i=1}^{k}\left(\left.J_{a b}^{(i)}\right|_{\left\{d^{\alpha}\right\}}\right\}\left\{c^{\alpha}\right\} \\
& \left.\left.Q_{a b}^{(1)} \mid \theta_{1} c_{1}^{\alpha_{1}} \ldots \theta_{k} c_{k}^{\alpha_{k}}\right)_{\text {ont }}=\sum_{\{d\}} \mid \theta_{1} d_{1}^{\alpha} \alpha_{1} \ldots \theta_{k} d_{k}^{\alpha_{k}}\right)_{\text {int }} . \\
& \cdot 8 g^{2}\left\{\mp \sum_{i>j}\left(J_{a e}^{(i)} J_{e b}^{(j)}-J_{a e}^{(j)} J_{e b}^{(i)}\right)+\frac{N}{\pi} \sum_{i=1}^{k} \theta_{i} J_{a b}^{(i)}\right\}\left\{\alpha^{\alpha}\right\}\left\{c^{\alpha}\right\} .
\end{aligned}
\]
where
\[
\begin{align*}
\left(J_{a b}^{(i)}\right)_{\left\{\alpha^{\alpha}\right\}\left\{c^{\alpha}\right\}} & = \begin{cases}\left(M_{a b}\right)_{\alpha_{i} c_{i}} \prod_{l \neq i} \delta_{\alpha_{l} c_{l}} & , \\
\left(M_{a b}^{+}\right)_{\alpha_{i} c_{i}} \prod_{i \not i} \delta_{\alpha_{l} c_{l}} & , \\
d & \alpha_{i}=+\end{cases}  \tag{3.39}\\
\quad\left(M_{a b}\right)_{c \alpha} & =i\left(\delta_{a c} \delta_{b \alpha}-\frac{1}{N} \delta_{a b} \delta_{c d}\right)
\end{align*}
\]
and

Again, to orders \(\lambda^{1}\) and \(\lambda^{2}\) our assumptions are fulfilled. The method of sect. III.l gives, taking the \(S U(N)\) transformation behaviour of the various labels into account \({ }^{10}\) ),
\[
\begin{align*}
& \left.\left\langle\theta d^{+}\right| T_{a b}(\lambda) \mid \theta^{\prime} c^{t}\right)=\delta\left(\theta-\theta^{\prime}\right) F_{a d, b c}(\theta+\gamma(\lambda)) e^{i \phi(\lambda, \theta)} \\
& \left\langle\theta d^{\prime}\right| T_{a b}(\lambda)\left|\theta^{\prime} c^{-}\right\rangle=\delta\left(\theta-\theta^{\prime}\right) S_{a d_{l} b c}(\theta+\gamma(\lambda)) e^{i \phi(\lambda, \theta)} \tag{3.40}
\end{align*}
\]

From eqs. (3.38),(3.39) and (3.37), we find the expansions
\[
\begin{aligned}
\left\langle\theta \alpha^{+}\right| T_{a b}(\lambda)\left(\theta^{\prime} c^{+}\right\rangle= & \delta\left(\theta-\theta^{\prime}\right)\left\{\left(1-\frac{4 i g \lambda}{N}-8(g \lambda)^{2}\left(\frac{1}{N^{2}}-\frac{i \theta}{\pi}\right)\right) \delta_{a b} \delta_{c \alpha}\right. \\
& \left.+\left(4 i g \lambda+8(g \lambda)^{2}\left(\frac{2}{N}-\frac{i N \theta}{\pi}-N\right)\right) \delta_{a d} \delta_{b c}+\theta\left(\lambda^{3}\right)\right\}
\end{aligned}
\]
and
\[
\begin{align*}
F_{a d, b c}(\theta+\gamma)= & e^{-\frac{i \pi}{N} \varepsilon(\theta+\gamma)}\left\{\left(1-\frac{2 \pi i}{N^{2} \gamma}+\frac{2 \pi}{N^{2} \gamma^{2}}\left(i \theta-\frac{\pi}{N^{2}}\right)\right) \delta_{a b} \delta_{c d}\right. \\
& \left.+\left(\frac{1}{\gamma}+\frac{2 \pi i}{N \gamma^{2}}\left(i \pi-\theta-\frac{2 \pi i}{N^{2}}\right)\right) \delta_{a d} \delta_{b c}+\theta\left(\gamma^{-3}\right)\right\} \tag{3.42}
\end{align*}
\]

Eqs. (3.41) and (3.42) coincide provided
\[
\begin{align*}
& \gamma(\lambda)=\frac{5}{2 g N \lambda}+\theta(\lambda)  \tag{3.43}\\
& \phi(\lambda, \theta)=\frac{\pi}{N} \varepsilon(\lambda)+\theta\left(\lambda^{3}\right) \tag{3.44}
\end{align*}
\]

It has been argued in ref. 5 that the physical particles in this model are more naturally described by field operators obeying generalized statistics. The corresponding physical states \(\left|\theta e^{\alpha}\right\rangle\) are connected by physical scattering amplitudes
\[
\begin{align*}
& \hat{S}_{c_{1} c_{2}, \alpha_{1} \alpha_{2}}(\theta)=e^{\frac{i}{N} \varepsilon(\theta)} S_{c_{1} c_{2}, \alpha_{1} d_{2}}(\theta)  \tag{3.45}\\
& \hat{F}_{c_{1} c_{2}}, \alpha_{1} \alpha_{2}(\theta)=e^{\frac{i}{N} \varepsilon(\theta)} F_{c_{1} c_{2}, \alpha_{1} d_{2}}(\theta)
\end{align*}
\]

This shows that the one-particle matrix elements of \(T_{a b}(\lambda)\) are given by the physical two-body \(S\) matrix without any phase (up to \(\theta\left(\lambda^{3}\right)\) ):
\[
\begin{align*}
& \left\langle\theta \hat{d}^{+}\right| T_{a b}(\lambda)\left|\theta^{\prime} \hat{c}^{+}\right\rangle=\hat{F}_{a d, b c}(\theta+\gamma(\lambda)) \delta\left(\theta-\theta^{\prime}\right) \\
& \left.\left\langle\theta \hat{\alpha}^{-}\right| T_{a b}(\lambda) \mid \theta^{\prime} \hat{c}^{-}\right)=\hat{S}_{a \alpha_{1} b c}\left(\theta+\gamma(\lambda) \mid \delta\left(\theta-\theta^{\prime}\right)\right. \tag{3.46}
\end{align*}
\]

The commutator algebra of the quantum monodromy operators follows from eqs. (3.21),(3.37):
\[
\left[T_{a c}(\lambda), T_{b d}(\mu)\right]=\frac{2 \pi i}{N} \frac{1}{\gamma(\lambda)-\gamma(\mu)}\left(T_{b c}(\lambda) T_{a d}(\mu)-T_{b c}(\mu) T_{a d}(\lambda)\right) .
\]

Comparing with the classical algebra (2.38),(2.35)
\[
\left\{T_{a c}(\lambda), T_{b d}(\mu)\right\}=\frac{4 g}{\lambda^{-1}-\mu^{-1}}\left(T_{b c}(\lambda) T_{a d}(\mu)-T_{b c}(\mu) T_{a d}(\lambda)\right)
\]
we see that if the expression (3.43) for \(\gamma(\lambda)\) is exact, then the classical and quantum charge algebras are isomorphic with respect to
\(\{,\} \leftrightarrow-i[\),\(] .\)
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\section*{ABSTRACT:}

The exact equations for the spectrum of the finite and infinite quantum Toda chains are derived. The method used does not need the existence of the pseudovacum (reference) state and provides thus an alternative to the Bethe ansatz method. The results obtained are in good agreement with those of B. Sutherland and M. Gutzwiller.
O. INTRODUCTION

The Toda chain that is the one-dimensional system of equal particles with the exponential interaction of nearest neighbors was introduced by M. Toda in 1967 [1] and since that time is one of the most popular models in the theory of the completely integrable systems.

Among the papers concerning the Toda chain in classical mechanics one must mention [ 2 ] where the complete integrability was proven and an exhaustive investigation was carried out of the classical infinite Toda chain and also the papers [3] where the action-angle variables for the finite periodic chain were constructed.

The investigation of the quantum Toda chain in contrast with the classical case is far yet from being completed. The complete integrability of the finite quantum Toda chains with free or periodic boundary conditions was probably first proven in [ 4]. The first important
(*) On leave from StekZov Mathematical Institute, Leningrad, USSR.
step in investigating the quantum infinite Toda chain was made by S. Sutherland [5] who has noted that the Toda chain represents a degenerate case of another well known completely integrable model, namely the one-dimensional system of equal particles interacting in pairs via the potential \(1 / \operatorname{sh}\left(x_{i}-x_{j}\right)\) [6]. This fruitful idea was not unfortunately developed by him in its full extent.

A completely different approach was proposed by M. Gutzwiller [7] who had succeeded in transferring the ideas of the above mentioned papers [3] to the quantum case. Having rewritten the Hamiltonian of the periodic Toda chain in the base of the eigenfunctions of the open chain, Gutzwiller has shown that the problem of finding the spectrum of the Hamiltonian and higher integrals of motion for the \(N\)-particle periodic quantum chain reduces to solving a system of \(N-1\) (the total momentum being fixed) identical spectral problems for functions of one variable. Such a reduction of the \(N\)-dimensional problem to the one dimensional one can be considered as a version of separation of variables. Lacking efficient formulas for the open chain eigenfunctions for arbitrary \(N\), Gutzwiller could investigate only the cases \(N=3\) and \(N=4\) though the formulation of his results can easily be generalized to arbitrary N .

After creation of the quantum spectral transform method (QSTM) [8] which seems at present to be the most universal and powerful method of treating the quantum completely integrable systems several attempts were made to apply it to the quantum Toda chain [9]. However only a little progress has been achieved up to now because of the absence in case of the Toda chain of the so-called pseudovacuum (see below § 3) which makes the direct application of the Bethe-ansatz impossible.

The present article originates as a result of combining the ideas of the paper \([7]\) and \(Q S T M\{8,9]\) which has brought double profit. First, for the periodic quantum chain we have succeeded to separate the variables in a form close to that of Gutzwiller but for arbitrary \(N\). The application of the so-called R-matrix formalism was extremely useful here resulting in a drastic reduction of the calculations. Second, and maybe the more important result is that the arsenal of QSTM is enriched now with a new powerful tool which hopefully will permit to increase the number of solved models.

The paper is organized as follows. The first paragraph contains the description of the model and fixes the notation. The paragraph 2 deals with the classical Toda chain. Though it reproduces already known results, the way of presentation based on the R-matrix formalism is new and clarifies the analogy between the classical and quantum cases. The third paragraph is crucial for the whole article. It contains the devivation of the equations determining the spectrum. The paragraph 4 is devoted to the infinite quantum chain. It is shown there that the determination of the spectrum reduces in this case to solving integral Fredholm equations of a form which is very close to the usual Betheansatz integral equations. It is interesting that the equations obtaine are almost the same that those derived previously by B. Sutherland on the basis of a totally different approach.

I would like to express here my gratitude to I.V. Komarov who has influenced my understanding of the papers 3,7 and has given me an impetus to write the present article. I would like also to thank L.D. Faddeev, A.G. Reyman, Mu. N. Reshetikhin, M.A. Semenov-Tian-Shansky L.A. Takhtajan, O. Babelon and H. de Vega for their interest in the work and useful discussions. I am grateful to LPTHE for hospitality.
1. DESCRIPTION OF THE MODEL

Consider the chain (finite or infinite) of one-dimensional nonrelativistic particles of equal masses m which are described by the quantum mechanical coordinate \(q_{n}\) and momentum \(p_{n}\) operators satisfying the canonical commutation relation \(\left[p_{m}, q_{n}\right]=-i \hbar \delta_{m n}\). The energy of the system is the sum of the kinetic energy for each martiale \(p_{n}^{2} / 2 m\) and of the potential interaction of the nearest neighbours \(\operatorname{Vexp}\left(q_{n+1}-q_{n}\right) / d\).

Since the system is characterized by the only dimensionless parameter \(\eta=\hbar m^{-1 / 2} V^{-1 / 2} \alpha^{-1}, \quad\) we shall choose, following \([7]\), the quantities \(m, V\) and \(d\) to be the units. Note that then \(\eta=\hbar\). It will be also convenient for us to use the quantities \(p_{n}\) and \(e_{n} \pm=e^{ \pm} p\left( \pm q_{n}\right)\) satisfying the commutation relation
\[
\begin{equation*}
\left[\rho_{m}, e_{n} \pm\right]=\mp i \eta e_{n} \pm \delta_{m n} \tag{1.1}
\end{equation*}
\]
and the constraint
\[
\begin{equation*}
e_{n}^{+} e_{n}^{-}=1 \tag{1.2}
\end{equation*}
\]
as the principal dynamical variables instead of \(p_{n}\) and \(q_{n}\).
In the classical limit \(\quad \eta \rightarrow 0\) the commutation relation
(1.1) is replaced by the Poisson brackets relation
\[
\begin{equation*}
\left\{p_{m}, e_{n}^{ \pm}\right\}= \pm e_{n} \pm \delta_{m n} \tag{1.3}
\end{equation*}
\]

Our final goal is the investigation of the infinite Today chain whose energy, taking in consideration the above conventions, is
\[
\begin{equation*}
E_{\infty}=\sum_{n=-\infty}^{\infty}\left(\frac{1}{2} p_{n}^{2}+e_{n+1}^{+} e_{n}^{-}-\varepsilon\right) \tag{1.4}
\end{equation*}
\]
where the energy density
\[
\begin{equation*}
\varepsilon=\left\langle\frac{1}{2} \rho_{n}^{2}+e_{n+1}^{+} e_{n}^{-}\right\rangle \tag{1.5}
\end{equation*}
\]
is subtracted in order to cancel the volume divergence. Here and below \(\langle\mathrm{x}\rangle \equiv\langle 0| \mathrm{x}|0\rangle\) stands for the expectation value of the observable x on the vacuum \(|0\rangle\).

Concerning the vacuum state \(|0\rangle\) we assume the following hypotheses.
a) Normalization. \(\langle 010\rangle=1\).
b) Translational invariance.

For some positive \(\Xi\) there exists the unitary translation operator U defined by
\[
\begin{align*}
& U p_{n} V^{-1}=p_{n+1}  \tag{1.6a}\\
& U e_{n}^{ \pm} V^{-1}=\Xi^{\mp 1} e_{n+1}^{ \pm} \tag{1.6b}
\end{align*}
\]

The vacuum \(|0\rangle\) is required to be invariant under \(U\) :
\[
\begin{equation*}
V|0\rangle=|0\rangle \tag{1.7}
\end{equation*}
\]

Comment 1. In particular, it follows from (1.6) and (1.7) that
\[
\left\langle e_{n}^{ \pm}\right\rangle=\Xi^{ \pm n}\left\langle e_{0}^{ \pm}\right\rangle
\]

Since we always have the freedom of unitary transformation of the form \(P_{n} \longmapsto P_{n}, e_{n}^{ \pm} \longmapsto x^{ \pm 1} e_{n}^{ \pm}, x>0 \quad\) under which the quantity \(\nu=\left\langle e_{0}^{+}\right\rangle\left\langle e_{0}^{-}\right\rangle\)is invariant, it is reasonable to fix \(x\) in some way, for example, requiring that \(\left.\left\langle e_{0}^{+}\right\rangle=\left\langle e_{0}^{-}\right\rangle=\right)^{1 / 2}\)

Comment 2. By virtue of the translational invariance, the vacuum energy density \(\mathcal{E}\) (1.5) does not depend on \(n\).

Comment 3. The definition of the translation operator \(U\) including a constant \(\overparen{\sim}\) which must not necessarily be 1 may seem not quite usual but it gives the opportunity to describe the effects of expansion and contraction of the crystal lattice due to changes of pressure or temperature. The quantity \((-\ln )\) plays here the role of the volume per particle.

Comment 4. In the variables \(f_{n}^{ \pm}=\Xi^{n} e_{n}^{ \pm}\)the operator \(u\) acts in the usual way \(U f_{n}^{ \pm}=f_{n+1}^{ \pm}\). The term \(f_{n+1}^{+} f_{n}^{-} \quad\) in the energy aquires however the coefficient \(\stackrel{\sim}{L}\).
c) Superselection_rule

We shall assume that the Hilbert space \(\mathcal{H}\) of the states of the system is expanded into the direct integral of spaces \(\mathcal{H}(\xi, \varepsilon \in(0, \infty)\) which are invariant for all the observables and in each of which the representation of the algebra (1.1) of the observables \(p_{n}, e_{n}^{ \pm}\)is scalar. It is assumed also that the vacuum vector \(|0\rangle\) belongs to the subspace \(\mathcal{H} \mathscr{1}_{1}\) corresponding to \(\frac{\xi}{}=1\). As we shall see later, the quantity \((-\ln \varepsilon)\) plays the role of the total volume of the system.
d) Minimal_enthalpy_principle.

From the physical point of view it is most natural to consider the infinite Toda chain under a constant pressure \(\rho\) which is defined as the vacuum expectation.
\[
\left.\mathcal{P}=\left\langle e_{n+1}^{+} e_{n}-\right\rangle\right\rangle 0
\]

It is obvious that due to the translational invariance \(\mathcal{\rho}\) as \(\varepsilon\) (1.5) does not depend on \(n\). It is supposed that the vacuum \(|0\rangle\) corresponds to the state with the minimal enthalpy density
\[
\begin{equation*}
h=\epsilon-\mathcal{P} \ln \Xi \tag{1.8}
\end{equation*}
\]
in the class of the translationally invariant vacua corresponding to various values of \(E>0\). Moreover, it must correspond to the minimal enthalpy
\[
\begin{equation*}
H=E-\rho \ln \xi \tag{1.9}
\end{equation*}
\]
among all the states corresponding to given \(E\). One sees from (1.8) and (1.9) that the quantities \((-\ln E)\) and \((-\ln \xi)\), as mentioned above, play the roles of the volume per particle and the total volume respectively.

The validity of the assumptions made is quite obvious in the classical case. In fact, the translationally invariant vacuum \(|0\rangle\) corresponds in classical mechanics to the state
\[
\begin{equation*}
P_{n}=0, e_{n}^{ \pm}=E \pm n \tag{1.10}
\end{equation*}
\]
(the normalization \(e_{0}^{ \pm}=1\) is taken). The energy density is \(\mathcal{E}\). The enthalpy density \(h=E-\mathcal{P} \operatorname{m}\) reaches its minimum when \(E=\rho\).

The quantity \(\frac{c}{c}\) is defined in the classical case as the limit
\[
\begin{equation*}
\xi=\lim _{N_{+} \rightarrow \pm \infty} e_{N_{+}}^{+} e_{N_{-}-\Gamma}^{-\Gamma-\left(N_{+}-N_{-}\right)}=\left[\lim _{N_{ \pm} \rightarrow \pm \infty} e_{N_{+}}^{-} e_{N_{-}}^{+} L^{\left.-N_{+}-N_{-}\right)}\right]^{-1} \tag{1.11}
\end{equation*}
\]

The physical sense of the parameter \(\xi\) is simple. It determines the asymptotic shift
\[
\begin{equation*}
\ln \xi=\lim _{N_{ \pm} \rightarrow \pm \infty}\left(q_{N_{+}}-q_{N_{-}}\right) \tag{1.12}
\end{equation*}
\]

The phase space of the system is thus foliated into the submanifolds \(\xi=\) const on which the Poisson bracket is nondegenerate (that is there is no functional other than a constant commuting with \(p_{n}\) and \(\left.\mathrm{e}_{n} \pm \forall n\right)\). One can show that the enthalpy \(\mathrm{H}(1.9)\) constructed with है defined by (1.11) or (1.12) is in fact positive for all excited states. The necessity of considering the states with non zero shift ( \(\mathcal{E} \neq 1)\) follows, for instance, from the fact that the one-soliton states [1,2] are of this type.

As for a rigorous proof of the hypotheses a) - d) in the quantum case we hope that it will be available soon due to the recent progress in calculating the Green's functions in the quantum completely integrable models [10].

Besides the infinite Toda lattice we shall also deal with the variants of the finite Toda chain which are described below.

Consider the system of \(N\) one-dimensional particles which are labelled by the number \(n=N_{-}, N_{-}+1, \ldots, N_{+}\), supposing that
\[
\begin{equation*}
N_{+}-N_{-}+1=N \tag{1,13}
\end{equation*}
\]

As previously, we describe the particles by the dynamical variables
\(p_{n}, e_{n}^{ \pm}\)(1.1-1.2).
The Hamiltonian of the quasiperiodic Toda chain is given by
\[
\begin{equation*}
E_{N}(x)=\sum_{n=N_{-}}^{N_{+}} \frac{1}{2} P_{n}^{2}+\sum_{n=N_{-}}^{N_{+}-1} e_{n+1}^{+} e_{n}^{-}+x e_{N_{-}}^{+} e_{N_{+}}^{-} \tag{1.14}
\end{equation*}
\]
where \(x>0\) is a constant. For \(x=1\) the Hamiltonian (1.14) describes the periodic and for \(x=0\) the open Toda chain.

Let us define the unitary translation operator \(U\) by
\[
\int p_{n} V^{-1}=p_{n+1}, \quad V e_{n}^{ \pm} V^{-1}=x^{\mp 1 / N} e_{n+1}^{ \pm}(1.15 a)
\]
for \(\quad n=N_{-}, \ldots, N_{+}-1\) and
\[
V P_{N_{+}} V^{-1}=P_{N_{-}}, \quad e_{N_{+}}^{ \pm} V^{-1}=x^{ \pm(N-1) / N} e_{N_{-}}^{ \pm}(1.15 b)
\]

One verifies easily that \(U^{N}=1\) and \(V E_{N}(x) U^{-1}=E_{N}(x)\)

As for the infinite chain, the quasiperiodic Soda chain rewritten in the variables \(f_{n}^{ \pm}=x^{\mp n / N}\left(n_{=} N_{-}, \ldots N_{+}\right)\)reduces to the periodic one but with a different strength \(V=x^{1 / N}\).

To terminate the paragraph let us discuss the connection between the quasiperiodic chain (1.14) and the infinite one (1.4). Consider first the classical case.

Let us substitute in (1.14)
\[
\begin{equation*}
x=\xi E N \tag{1.16}
\end{equation*}
\]
and take the limit \(N_{ \pm} \rightarrow \pm \infty\). We shall show now that the limit being taken, the quasiperiodic Today chain becomes the infinite chain with the density and the asymptotic shift determined by the parameters \(E\) and \(\Sigma\) respectively.

To begin with, note that the equilibrium state (vacuum) for the quasiperiodic chain (1.14) is
\[
\begin{equation*}
p_{n}=0, e_{n}^{ \pm}=x^{ \pm n / N}, \eta=N_{-}, \ldots N_{+} \tag{1.17}
\end{equation*}
\]
(the normalization \(e_{0}^{ \pm}=1\) is assumed) and upon substituting (1.16) for \(\sum=1\) it becomes in the limit \(N \pm \rightarrow \pm \infty\) the vacuum (1.10) for the infinite chain. It seems reasonable to suppose that as
\(N \pm \longrightarrow \infty\) the configurations corresponding to the excited states would be spatially localized and the variables \(P_{n}, e_{n} \pm\) would thus go to their asymptotic values
\[
P_{\nu}=0, e_{\nu}^{ \pm}=x^{ \pm \nu / N}=\xi^{ \pm \nu / N} E \pm \nu, \nu= \pm N_{ \pm(1.18)}
\]
as \(n \longrightarrow \pm \infty\).

Upon substituting (l.18) into (l .ll) and taking in consideration (1.13) we obtain an identity. The definition of \(E\) and \(\sum\) by (1.16) is therefore equivalent to the previous definitions (1.6b) and (1.11).

One needs also to check up the correspondence between the entergies of the quasiperiodic chain (1.14) and of the infinite one (1.4). Using (1.18) and the hypothesis of the locality of the excitations one obtains that the contribution \(x^{1 / N}=\varepsilon^{1 / N} \underset{\sim}{ }\) of the term \(x e_{N-}^{+} e_{N+}^{-}\) to the energy \(E_{N}(x)\) of the quasiperiodic chain cancels the contribution \(E\) of the same term to the vacuum energy \(E_{N, v a c .}(x)\) in the limit \(N \rightarrow \infty \quad\). The following relations are thus valid
\[
\begin{align*}
\varepsilon & =\lim _{N \rightarrow \infty} \frac{1}{N} E_{N, v a c .}\left(E^{N}\right)  \tag{1.19}\\
E_{\infty} & =\lim _{N \rightarrow \infty}\left[E_{N}\left(\xi E^{N}\right)-E_{N, v a c .}\left(E^{N}\right)\right] \tag{1.20}
\end{align*}
\]

The question of the rigorous justification of the similar limit transitions in the quantum case goes beyond the scope of the present paper. We shall limit ourselves here by simply postulating the relations (1.19-1.20) and taking (1.16) as definition of \(E\) and \(\sum\).

\section*{2. THE CLASSICAL TODA CHAIN}

In this paragraph mainly well known results \([1,2,3]\) concerning the complete integrability of the classical coda chain are reproduced in the framework of the \(r\)-matrix formalism.

Let us consider the classical quasiperiodic Today chain, and following \([9,11]\) put into correspondence to the \(n\)-th particle \(\left(n=N-\ldots, N+\right.\) ) the \(2 \times 2\) matrix \(L_{n}(u)\) depending on a spectral parameter u.
\[
L_{n}(\mu)=\left(\begin{array}{cc}
u-p_{n} & -e_{n}^{+}  \tag{2.1}\\
e_{n}^{-} & 0
\end{array}\right)
\]

Let us introduce also the monodromy matrix
\[
T_{N}(\mu)=L_{N_{+}}(\mu) \ldots . L_{N_{-}}(\mu)=\left(\begin{array}{ll}
A_{N}(u) & B_{N}(u) \\
C_{N}(u) & D_{N}(u) /(2,2)
\end{array}\right.
\]
and its weighted trace
\[
t_{N}(\mu, x)=x^{-1 / 2} A_{N}(\mu)+x^{1 / 2} D_{N}(\mu)=t_{r} X T_{N}(\mu)^{(2.3)}
\]
where \(\quad X=\left(\begin{array}{cc}x^{-1 / 2} & 0 \\ 0 & x^{1 / 2}\end{array}\right)\),
the constant \(x>0\) being the same as in the Hamiltonian (1.14) of the quasiperiodic chain.

Note that by virtue of (1.2) the matrix \(L_{n}(\mu)\) and consequently \(T_{N}(u)\) are unimodular
\[
\operatorname{det} L_{n}(u)=1,
\]
\[
\operatorname{det} T_{N}(\mu)=A_{N}(\mu) D_{N}(\mu)-B_{N}(\mu) C_{N}(\mu)=1^{(2.4)}
\]

The r-matrix method is based on the following remarkable fact. Let \(\left(L_{n}(u)\right)_{b}^{a}\) be a matrix element of \(L_{n}(\mu)\). Then the poisson bracket between \(\left(L_{m}(w)\right)_{b_{1}}^{a_{1}}\) and \(\left(L_{n}(v)\right)_{b_{2}}^{a_{2}}\) can be represented as the commutator
\[
\left\{\left(L_{m}(u)\right)_{b_{1}}^{a_{1}},\left(L_{n}(v)\right)_{b_{2}}^{a_{2}}\right\}=\left[r(u-v), L_{m}(u) \otimes L_{n}(v)\right]_{b_{1} b_{2}(2.5)}^{a_{1} a_{2}} \delta_{m n}
\]
of the quantities
\[
\begin{equation*}
\pi(\mu-v)_{b_{1} b_{2}}^{a_{1} a_{2}}=-(\mu-v)^{-1} \delta_{b_{2}}^{a_{1}} \delta_{b_{1}}^{a_{2}} \tag{2.6}
\end{equation*}
\]
and

considered as \(4 \times 4\) matrices \([8,9]\).

It is easy to see that the identity (2.5) for the L-operator (2.1) entrains the analogous identity for the monodromy matrix \(T_{N}(\mu)\) (2.2) which can be written in matrix notation \([8,9]\) as
\[
\begin{equation*}
\left\{T_{N}(u) \otimes T_{N}(v)\right\}=\left[n(u-v), T_{N}(u) \otimes T_{N}(v)\right] \tag{2.7}
\end{equation*}
\]

The complete list of the relations contained in (2.7) is given in the Appendix A.
\[
\begin{align*}
& \text { Noting that the identity holds } \\
& \qquad[r(\mu-v), X \otimes X]=0 \tag{2.8}
\end{align*}
\]
for the matrix \(X(2.3)\) and the \(r\)-matrix (2.6) and using the equality (2.7) one obtains that the quantities \(t_{N}(u, x)\) are in involution
\[
\begin{equation*}
\left\{t_{N}(u, x), t_{N}(v, x)\right\}=0 \tag{2.9}
\end{equation*}
\]

From the definitions (2.1), (2.2) and (2.3) it follows immediateby that \(t_{N}(u, x)\) is a polynomial in \(u\) of degree \(N\) with the coefficient \(x^{-1 / 2}\) at the highest power of \(u\)
\[
t_{N}(u, x)=x^{-1 / 2}\left(u^{N}+t_{1} u^{N-1}+t_{2} u^{N-2}+\ldots . t_{N}\right)(2.10)
\]

In particular,
\[
\begin{equation*}
t_{1}=-P_{N} \tag{2.11a}
\end{equation*}
\]
\[
\begin{equation*}
t_{2}=\frac{1}{2} P_{N}^{2}-E_{N}(x) \tag{2.11b}
\end{equation*}
\]
where
\[
\begin{equation*}
P_{N}=\sum_{n=N_{-}}^{N_{+}} P_{n} \tag{2.12}
\end{equation*}
\]
is the total momentum and \(E_{N}(x)\) is the energy (1.14) of the quasiperiodic Yoda chain.

By virtue of (2.9) the coefficients \(t_{j} ;(j=1, \ldots, N)\) of the polynomial \(t_{N}(u, x)\) are in involution. Moreover, one can show [3 ]that they are functionally independent. Since the quasiperiodic Tod chain has exactly \(N\) degrees of freedom and its Hamiltonian \(E_{N}(x)=\frac{1}{2} t_{1}^{2}-t_{2}\) can be expressed in terms of \(t j\), the complete integrability of the system in the Liouville's sense is thus established.

It is more convenient to use the quantity
\[
\begin{equation*}
t_{N}(\mu, x)=\ln t_{N}(\mu, x) \tag{2.13}
\end{equation*}
\]
which due to (2.10) expands as \(\mu \rightarrow \infty\) like
\[
\tau_{N}(u, x)=N \ln \mu-\frac{1}{2} \ln x+\tau_{1} u^{-1}+\cdots+\tau_{j} u_{+\ldots(2.14 a)}^{-j}
\]
where
\[
\begin{equation*}
\tau_{1}=-P_{N}, \quad \tau_{2}=-E_{N}(x) \tag{2.14b}
\end{equation*}
\]

Using the methods of \([11]\) one can show that the coefficients \(\mathcal{Z}_{z}\) being like \(t_{j}\) integrals of motion are local that is representtable as sum of the terms (densities) containing \(P_{n}, e_{n}^{ \pm}\)for no more than \(j\) neighbor particles.

For those accustomed to the traditional approach [2,3] let us notice that it is equivalent to ours. In fact, the first-order
difference linear problem [9,11]
\[
\begin{equation*}
\phi_{n+1}=L_{n}(\mu) \phi_{n}, \quad \phi_{n}=\binom{\varphi_{n}}{\psi_{n}} \tag{2.15}
\end{equation*}
\]
lying in the base of our approach is easily transformed by using the explicit expression (2.1) for the L-operator into the second-order ifference linear problem
\[
\begin{equation*}
\mu \varphi_{m}=\varphi_{m+1}+p_{n} \varphi_{n}+e_{n}^{+} e_{n-1}^{-} \varphi_{n-1} \tag{2.16}
\end{equation*}
\]
which coincides up to a non essential change of notation with that used in \([2,3]\). Moreover, one can verify that the trace \(t(u)\) (2.3) of the monodromy matrix (2.2) for the linear problem (2.15) coincides with the determinant of the jacobian matrix corresponding to (2.16).

Let us describe now a construction of the action-angle variables for the quasiperiodic Tod chain. The construction given below represents essentially an adaptation of the approach of the papers [3] to the linear problem (2.15). The utilization of the r-matrix formalism adopted here has the following advantages. First, less calculation is needed in treating the Poisson brackets. Second, the whole construction can immediately be trasferred to the quantum case. And third, the construction can be generalized to other models permitting the application of the r-matrix method.

Let us go now to the construction itself. Following [12] we define the variables \(u_{j}\) as the roots of the polynomial \(C(u)\) of the \((N-1)\)-th power
\[
\begin{equation*}
C\left(\mu_{j}\right)=0 \quad, \quad j=1, \cdots, N-1 \tag{2.17}
\end{equation*}
\]

One can show [3] that all the \(u_{j}\) are real and, consequently, one can order them, for example like \(\mu_{1}<\mu_{2}<\ldots<\mu_{N-1}\).

We define also the variables \(\lambda_{j}^{ \pm}\)by
\[
\begin{equation*}
\lambda_{j}^{-}=A_{N}\left(\mu_{j}\right), \quad \lambda_{j}^{+}=D_{N}\left(\mu_{j}\right), \quad j=1, \ldots, N-1 \tag{2.18}
\end{equation*}
\]

Note that, by virtue of (2.4)
\[
\begin{equation*}
\lambda_{j}^{-} \lambda_{j}^{+}=A\left(\mu_{j}\right) D\left(\mu_{j}\right)=\operatorname{det} h\left(\mu_{j}\right)=1 \tag{2.19}
\end{equation*}
\]

The central point of the whole construction is the calculation of the following Poisson brackets
\[
\begin{align*}
& \left\{\mu_{j}, \mu_{k}\right\}=\left\{\lambda_{j}^{ \pm}, \lambda_{k}^{ \pm}\right\}=0 \\
& \left\{u_{j}, \lambda_{k}^{ \pm}\right\}= \pm \lambda_{j}^{ \pm} \delta_{j k} \tag{2.20}
\end{align*}
\]

Let us show, for example, how to calculate the Poisson bracket \(\left\{\mu_{j}, \lambda_{k}^{+}\right\} \quad\) Using (All, All, one obtains
\[
\begin{aligned}
& \left\{\mu_{j}, \lambda_{k}^{+}\right\}=\left\{\mu_{j}, D\left(\mu_{k}\right)\right\}=\left\{\mu_{j}, \mu_{k}\right\} D^{\prime}\left(u_{k}\right)+\left.\left\{u_{j}, D(v)\right\}\right|_{v_{i} u_{k}} \\
& =-\frac{1}{C^{\prime}\left(\mu_{j}\right)}\{C(\mu), D(v)\}_{\substack{\mu=u_{j} \\
v=u_{k}}}=\left.\frac{1}{C\left(u_{j}\right)} \frac{C(\mu) D(v)-D(u) C(v)}{}\right|_{\substack{\mu_{j}=u_{j} \\
v=u_{k}}}
\end{aligned}
\]
\[
=\lambda_{j}^{+} \delta_{j k}
\]

The rest of equalities (2.20) are verified in the same manner.
The equalities (2.20) give the opportunity to represent \(\lambda_{j} \pm\) as \(\quad \lambda_{j} \pm=\exp \left(\mp v_{j}\right)\) where \(v_{j}\) are the momenta canonically conjugated to \(u_{j}\) that is \(\left\{v_{j}, u_{k}\right\}=\delta_{j} k\). It follows from the reality of \(u_{j}\) and the obvious relation \(\overline{T(\mu)}=T(\bar{\mu})\) that \(v_{j}\) are also real.

Adding two variables \(P \equiv P_{N}\) and \(Q=-\ln e_{N+}^{-} \quad\) to the set \(u_{j}, v_{j}\) we obtain a complete set of canonical variables on the phase space of the quasiperiodic Soda chain (one can easily verify using (2.7) and the asymptotic (2.21) that \(P\) and \(Q\) commute with all the \(u_{j}\), \(v_{j}\) ). The completeness means that any observable can be expressed in terms of \(P, Q, u_{j}, v_{j}\). The general proof can be found in [3]. Here we shall illustrate this statement on the example of the elements \(A_{N}(u), B_{N}(u), C_{N}(u), D_{N}(u)\) of the monodromy matrix (2.2). In fact, the polynomials \(C_{N}(u), A_{N}(u), D_{N}(u)\) are unambiguously determined from their values at \(u=u_{i}\) and their asymptotics at \(u \rightarrow \infty\)
\[
\begin{align*}
& C_{N}(\mu)=e_{N+}^{-} \mu^{N-1}+O\left(\mu^{N-2}\right)  \tag{2.21a}\\
& A_{N}(\mu)=\mu^{N}-P \mu^{N-1}+O\left(\mu^{N-2}\right)  \tag{2.21b}\\
& D_{N}(\mu)=O\left(\mu^{N-2}\right) \tag{2.21c}
\end{align*}
\]

Using the Lagrange's interpolation formula one obtains
\[
D_{N}(\mu)=\sum_{j=1}^{N-1}\left(\prod_{\substack{k=1 \\ k \neq j}}^{N-1} \frac{\mu-\mu_{k}}{\mu_{j}-\mu_{k}} \lambda_{j}+\right.
\]

The expression for \(B_{N}(u)\) can then be obtained from (2.4).

The variables \(P, Q, u_{j}, v_{j}\) as mentioned above form a complete set of canonical variables. Though they are not exactly the actionangle variables the latter are obtained from them by a standard provedare which is described in detail in [3]. So, we shall not more deal with them and proceed now to the quantum case.

\section*{3. THE QUANTUM QUASIPERIODIC CHAIN}

Let us consider the quantum quasiperiodic Tod chain defined by the Hamiltonian (1.14) written in terms of the dynamical variables \(P_{n}, e_{n} \pm\) satisfying the commutation relations (1.1) and the constrain (1.2). In order to preserve parallelism in treating the quantum and classical cases and to avoid rewriting many classical formulas which survive also in the quantum case we do not change the notation and denote the majority of the quantum objects by the same letters
\[
\begin{align*}
& C_{N}(u)=e_{n+} \prod_{j=1}^{N_{-1}}\left(u_{j=1}\right), \\
& A_{N}(\mu)=\left(\mu-P_{N-1}+\mu_{1}+\ldots+\mu_{N-1}\right) \prod_{j=1}^{N-1}\left(\mu_{j-1} \mu_{j}\right)+ \\
& +\sum_{\substack{j=1}}^{N-1}\left(\prod_{\substack{k=1 \\
k \neq j}}^{N-1} \frac{\mu-\mu_{k}}{\mu_{j}-\mu_{k}} \lambda_{j}\right) \quad j=1 \tag{2.22b}
\end{align*}
\]
that the corresponding classical ones.

To begin with, let us introduce the quantum L-operator, the quantum monodromy matrix and its weighted trace by the same formulas (2.1), (2.2) and (2.3) respectively as in the classical case paying attention that \(P_{n}, e_{m}^{ \pm}\)are now the quantum operators. The relation (2.5) is replaced in the quantum case by \([8]\)
\[
\begin{equation*}
R(u-v) \tilde{L}_{n}(u) \tilde{L}_{n}(v)=\tilde{L}_{n}(v) \tilde{L}_{n}(u) R(u-v) \tag{3.1}
\end{equation*}
\]
where \(\tilde{L}_{n}(\mu)=L_{m}(\mu) \otimes I, \tilde{L}_{n}(\mu)=I \otimes L_{n}(\mu)\) and
\([R(\mu-v)]_{b_{1} b_{2}}^{a_{1} a_{2}}=\mu \delta_{b_{1}}^{a_{1}} \delta_{b_{2}}^{a_{2}}-i \eta_{b_{2}}^{a_{1}} \delta_{b_{1}}^{a_{2}}\)

As in the classical case the analogous identity holds for the monodromy matrix

The complete list of relations contained in (3.3) is given in Appendix B.

The identity (3.3) plays in the quantum case the same role as (2.7) in the classical case providing the commutativity of the operatorvalued functions \(t_{N}(u, x)\)
\[
\begin{equation*}
\left[t_{N}(\mu, x), t_{N}(v, x)\right]=0 \tag{3.4}
\end{equation*}
\]

As in the classical case the functions \(t_{N}(u, x)\) and \(\mathcal{C}_{N}(u, x)=\) \(\ln t_{N}(u, x)\) have the expansions in powers of \(u(2.10-211)\) and (2.14) respectively. The function \(\tau_{N}(u, x)\) can thus be considered as a generating function of the local integrals of motion.

The principal problem in studying the quantum quasiperiodic Today chain is to determine the spectrum of its Hamiltonian (1.14) and higher integrals of motion or, which is the same, to determine the
spectrum of \(t_{N}(u, x)\). It is worth mentioning that from the mathematical point of view the problem is mostly an algebraic one. The matrix elements \(A, B, C D\) of \(T_{N}(u)\) for different \(N\) can be considered as representations of the same infinite-dimensional associative algebra with the quadratic constraints given by (3.3), the R-matrix (3.2) being the set of the structure constants of the algebra [13]. There is strong resemblance between the commuting family \(t_{N}(u, x)\) and the Cartan subalgebra in the theory of the Lie algebras. The quantum determinant (B.17-B.18) can also be considered as the set of the Casimir operators of the algebra. For more information on the algebras with quadratic constraints and their applications to the quantum completely integrable models see [14].

The usual way to find the spectrum of \(t_{N}(u, x)\) knownas the algebraic Bethe ansatz [8] is as follows. One needs first to find a vector \(\Omega\) (analogue of the lowest weight in the Lie groups representation theory) such that \(C(\mu) \Omega=0 \forall \mu\). The eigenvectors \(f\) of \(t(u)\) are then written in the form \(f=B\left(u_{1}\right) \ldots B(u)\). A simple algebraic manipulation using (3.3) provides then a system of equations for determining values of \(u_{i}(i=1, \ldots\),\() as well as the corresponding eigenvalue\) of \(t_{N}(u)\).

Unfortunately, in the case of the Toda chain the method does not work. The reason is the absence of the vector \(\Omega\) with the needed properties. It follows for instance from the absence of zero eigenvalue for the operator \(e_{N_{+}^{-}}\)which determines the asymptotics (2.21a) of \(C(u)\) as \(\mu \rightarrow \infty\).

The main idea of our approach is borrowed from the paper [7] of M. Gutzwiller who realized that the proper quantum analogue of the Flaschka-Mc-Laughlin-Kac-van Moerbeke construction [3] consists in expanding the operator \(t_{N}(u, x)\) in the eigenfunctions of the ( \(N-1\) )-particle open chain (the eigenvalue of the total momentum \(P_{N}\) being fixed). In our language it means expanding in eigenfunctions of \(C_{N}(u)\). In fact, it follows from (B.11) that \(\left[C_{N}(\mu), C_{N}(v)\right]=O\) and from (2.2) that \(C_{N}(\mu)=e_{N+} A_{N-1}(\mu)\) where \(A_{N-1}(\mu)\) due to (2.3) for \(x=0\) contains integrals of motion for the open ( \(N-1\) ) particle chain (this observation belongs to I.V. Komarov [12]).

Now, let us suppose by analogy with the classical case that the formula (2.22a) is valid also in the quantum case, \(\left\{\mu_{j}\right\}_{j=1}^{N-1}\) being now a commutative family of self-adjoint operators. Let us introduce
the operators \(\lambda_{j} \pm\) by the formulas
\[
\lambda_{j}^{-}=A_{N}\left(\mu \rightarrow \mu_{j}\right) \quad, \quad \lambda_{j}^{+}=D_{N}\left(\mu \rightarrow \mu_{j}\right), j=1, \ldots, N-1, \underset{(3.5)}{N-1}
\]
where the sign \(\rightarrow\) means that the operators \(u_{j}\) are substituted into the operator-valued polynomials \(A_{N}(u)\) and \(D_{N}(u)\) to the left, that is, for example a polynomial \(X(\mu)=\sum_{k} X_{k} \mu^{k}\) is replaced by the operator \(X\left(\mu \Rightarrow \mu_{j}\right)=\sum_{k} u_{j}{ }^{k} X_{k}\). This convention is essential since the operators \(u_{j}\) and \(A(u), D(u)\) generally speaking do not commute.
\(\lambda_{j} \pm \quad\) As in the classical case we supplement the set of variables \(u_{j}\),
with the variables \(P=P_{N}\) and \(e_{N+}\).
Using the formulas ( \(B 1-16\) ) and the definitions \((2.22 a),(3.5)\)
one can derive the commutation relations between \(P, e_{N+}, \mu_{j}, \lambda_{j}^{ \pm}:\)
\(\left[P, u_{j}\right]_{=0}=\left[P, \lambda_{j} \pm\right]=\left[e_{N+}^{-}, u_{j}\right]=\left[e_{N+}^{-}, \lambda_{j}^{ \pm}\right](3.6 a)\)
\(\left[u_{j}, u_{k}\right]=\left[\lambda_{j}{ }^{ \pm}, \lambda_{k}{ }^{ \pm}\right]=0\),
\(\lambda_{j}{ }^{ \pm} u_{k}=\left(u_{k} \pm i \eta \delta_{k j}\right) \lambda_{j} \pm\)
\(e_{N+}+P=(P-i \eta) e_{N+}\)

In addition, it follows from (B19) and (B28) that
\[
\begin{equation*}
\lambda_{j}^{-} \lambda_{j}^{+}=\lambda_{j}^{+} \lambda_{j}^{-}=1 \tag{3.7}
\end{equation*}
\]

Let us show, for example, the derivation of the commutation relation ( \(3.6 c\) ) between \(\lambda_{j}\) and \(\mu_{k}\) one rewrites first the equalaity (B3) as
\[
\begin{align*}
(u-v) \Delta(u) C(v)= & (u-v-i \eta) C(v) A(u)+  \tag{3.8}\\
& +i \eta C(u) A(v) .
\end{align*}
\]
and substitues \(u \Rightarrow u_{j}\). Using the definition (3.5) and the fact that by virtue of (Bill) \(\left[C(v), u_{j}\right]=0\) and \(C\left(u \rightarrow \mu_{j}\right)=0\) one obtains
\(\left(\mu_{j}-v\right) \lambda_{j}^{-} C(v)=\left(u_{j}-v-i \eta\right) C(v) \lambda_{j}\)

Substituting the expression (2.22a) for \(C(v)\) into (3.9) and cancelling from the left the factor \(e_{N+}\left(v-\mu_{j}\right)\) which can always be done for \(v\) lying out of the spectrum of \(u_{j}\) one arrives at
\[
\begin{align*}
& \lambda_{j}\left(v-\mu_{1}\right) \ldots\left(v-\mu_{j}\right) \ldots\left(v-u_{N-1}\right)=  \tag{3.10}\\
& \quad=\left(v-\mu_{1}\right) \ldots\left(v-u_{j}+i \eta\right) \ldots\left(v-u_{N-1}\right) \lambda_{j}
\end{align*}
\]

From (3.10) it follows immediately the equality
\[
\begin{align*}
& \lambda_{j} \mathcal{L}\left(\mu_{1}, \ldots, u_{j}, \ldots, \mu_{N-1}\right)=  \tag{3.11}\\
& =\mathcal{L}\left(u_{1}, \ldots, u_{j}-i \eta \eta, \ldots, u_{N-1}\right) \lambda_{j}
\end{align*}
\]
which holds for any symmetric function \(\mathcal{L}\left(u_{1}, \ldots, u_{N-1}\right)\) since any symmetric function of ( \(\mathrm{N}-\mathrm{l}\) ) variables can be expressed in terms of the elementary symmetric polynomials which are nothing but the coffficients at the powers of \(v\) in the polynomial \(\left(v-u_{1}\right) \ldots\left(v-u_{N-1}\right)\). We shall see later that it will be enough to understand the commutation relation (3.6c) in the weak sense of (3.11).

The rest of the relations (3.6) are proved in quite analogous way. As for the relations (3.7), their proof contains more tedious calculations (see analogous proof in [15]).

The expressions (2.22) for the operators \(C_{N}(u), A_{N}(u), D_{N}(u)\) in terms of \(P, e_{N+}, \mu_{j}, \lambda_{j}^{+}\)are valid also in the quantum case with the only difference that attention must be paid to the operator
ordering. The operator \(B_{N}(u)\) can be found from the identities (Bl, B22, B23, B26).

Looking at the commutation relations (3.6) and the constraint (3.7) it is natural to represent the operators \(P, u_{j}\) as the multiplication operators
\((P f)\left(k ; v_{1}, \ldots, v_{N-1}\right)=k f\left(k ; v_{1}, \ldots v_{N-1}\right)\),
\(\left(\mu_{j} f\right)\left(k ; v_{1}, \ldots, v_{N-1}\right)=v_{j} f\left(k ; v_{1}, \ldots, v_{N-1}\right)\),
and \(e_{N+}^{-}, \lambda_{j}^{ \pm}\)as the shift operators
\(\left(e_{N+}-f\right)\left(k ; v_{1}, \ldots, v_{N-1}\right)=f\left(k-i \eta ; v_{1}, \ldots, v_{N-1}\right)\)
\(\left(\lambda_{j}^{ \pm} f\right)\left(k ; v_{1}, \ldots, v_{j}, \ldots, v_{N-1}\right)=i^{ \pm N} f\left(k ; v_{1}, \ldots v_{j} \pm i \eta_{\left(\ldots, \ldots, v_{N-1}\right)}^{(3.13 b)}\right.\)
acting on functions of \(N\) scalar arguments \(k ; v_{1}, \ldots, v_{N-1}\)
The coefficients \(i^{ \pm N}\) are introduced in (3.13b) in order to simplify some subsequent calculations. The representation (3.12-3.13) is in fact the only (up to equivalent transformations) irreducible representation of the Heisenberg algebra (3.6).

Since the expressions (2.22) for the operators \(C_{N}(\mu), A_{N}(\mu), D_{N}(\mu)\) are invariant under permutations of \(u_{j}\) and \(\lambda_{j}^{ \pm}\), one can restrict the representation to the functions \(f\left(k ; v_{1}, \ldots, v_{N-1}\right)\) which are symmetric in \(v_{1}, \ldots v_{N-1}\). The restriction corresponds precisely to the fact mentioned above that the commutation relations (3.6) are valid only for the symmetric functions of \(u_{j}\). One must mention also that it is only for the symmetric functions \(f\left(k, v_{1}, \ldots, v_{N-1}\right)\) the Lagrange's interpretation polynomials in (2.22) are cancelled.

Strictly speaking, the operators \(u_{j}(3.12 b)\) and \(\lambda_{j} \pm(3.13 b)\) are not defined on the symmetrical functions since they break the symmetry. One can, nevertheless, use them in formal calculations provided the final result is symmetric.

Up to the moment we did not study the conjugation properties of the operators \(u_{j}\) and \(\lambda_{j}^{ \pm}\). They are extracted easily from the obvious relation
\[
\begin{equation*}
T_{N}(\mu)=T_{N}(\bar{\mu}) \tag{3.14}
\end{equation*}
\]
which follows immediately from the definitions (2.1) and (2.2) and the selfadjointness of \(p_{n}, e_{n}{ }^{+}\). The conjugation \(*\) acts here on the quantum operators only without transposition of the \(2 x 2\) matrix \(T\). Using (3.14) and (2.22) one arrives after same manipulations at the relations
\[
\begin{align*}
\mu_{j}^{*} & =\mu_{j}  \tag{3.15a}\\
\left(\lambda_{j}^{ \pm}\right)^{*} & =\prod_{\substack{k \neq j \\
k=1}}^{N-1} \frac{\left(\mu_{j}-\mu_{k} \pm i \eta\right)}{\mu_{j}-\mu_{k}} \lambda_{j}^{ \pm} \tag{3.15b}
\end{align*}
\]

Let us look for the scalar product for functions \(f\left(k ; v_{1}, \ldots\right.\), \(\mathrm{v}_{\mathrm{N}-1}\) ) in the form
\(\langle f, g\rangle=\int_{-\infty}^{\infty} d k d v^{N-1} \mu\left(v_{1}, \ldots, v_{N-1}\right) \bar{f}\left(k_{j}, v_{1}, \ldots, v_{N-1}\right) g\left(k_{;}, v_{1}, \ldots, v_{N-1}\right)\)
where the variables \(k, v_{j}\) are assumed to be real and \(\mu\) is some positive function. Assuming that the functions \(f, g\) and \(\mu\) have an analytical continuation into \(v_{j}<\eta+\epsilon\) and using (3.12b) and (3.13b) one obtains for the measure \(\mu\) the recurrence relation
\[
\mu\left(v_{1}, \ldots, v_{j}+i \eta, \ldots, v_{N-1}\right)=\prod_{\substack{k \neq j \\ k=1}}^{N-1} \frac{\left(v_{k}-v_{j}-i \eta\right)}{v_{j}-v_{k}} \mu\left(v_{1}, \ldots, v_{j}, ., v_{N-1}\right)
\]
which has the solution
\[
\begin{equation*}
\mu\left(v_{1}, \ldots, v_{N-1}\right)=\prod_{j<k=1}^{N-1} \frac{1}{\left|\left(\frac{\mu_{j}-\mu_{k}}{\mu_{\eta}}\right)\right|^{2}} \tag{3.17}
\end{equation*}
\]

Let us collect now the facts obtained and formulate the following

Theorem. The two representations of the algebra defined by the generators \(A(u), B(u), C(u), D(u)\) and the quadratic relations (3.3) which are given, first, by the formula (2.1) and the definition (2.2) of the monodromy matrix as the product of L-operators, and, second, by the formulas (2.22),(3.12-3.13) in the space of the functions \(f\left(k ; v_{1}, \ldots\right.\), \(\mathrm{v}_{\mathrm{N}-1}\) ) symmetric in \(\mathrm{v}_{\mathrm{j}}\) with the scalar product (3.16), (3.17), are unitary equivalent.

The previous reasoning is, of course, a heuristical one and cannot be considered as a rigorous proof. Nevertheless, we have prosente it to show how one can get a guess which can be proven afterwards by different tools. As for the complete and rigorous proof of the Theorem, a version based on the induction in \(N\), will be published in a separate paper.

Let us attack now the problem of finding the spectrum of the operators \(t_{N}(u, x)\). By virtue of the Theorem one can replace the operators \(A_{N}(u)\) and \(D_{N}(u)\) in the definition (2.3) of \(t_{N}(u, x)\) by their expressions ( 2.22 bc ) in terms of \(\mathrm{u}_{j}\) and \(\lambda_{j} \pm\) given by ( \(3.12 \mathrm{~b}-3.13 \mathrm{~b}\) ). Since the total momentum \(P\) commute with \(t_{N}(u, x)\) their common eigenfunctions \(f\left(k ; v_{1}, \ldots, v_{N-1}\right)\) have the trivial dependence on \(k\) that is \(f\left(k ; v_{1}, \ldots, v_{N-1}\right)=\delta(k-p) \phi\left(v_{1}, \ldots, v_{N-1}\right)\) where \(p\) is a specified eigenvalue of \(P\). Denoting the eigenvalue of \(t_{N}(u, x)\) by the same letter one obtains the following eigenvalue problem
\(t_{N}(u, x) \phi\left(v_{1}, \ldots, v_{N-1}\right)=\left(u-p+v_{1}+\ldots+v_{N-1}\right) \prod_{j}^{N-1}\left(u-v_{j}\right)\). - \(\phi\left(v_{1}, \ldots, v_{N-1}\right)+\sum_{j=1}^{N-1} \prod_{\substack{k \neq j \\ k=1}}^{N-1}\left[x^{-1 / 2} i^{N} \phi\left(v_{1}, \ldots v_{j}+i \eta, \ldots v_{N-1}\right)+\right.\)
\(\left.+x^{1 / 2} i^{-N} \phi\left(v_{1}, \ldots, v_{j-i}^{k=1} \eta, \ldots v_{N-1}\right)\right]\)
To reduce the equation (3.18) to the system of one-dimensional equations we shall use a trick due to \(M\). Gutzwiller [7]. Note that \(t_{N}(u, x)\) is a polynomial of \(N-t h\) degree in \(u\) and thus can be determined from its values in ( \(N-1\) ) points, say \(u=v\), and its asymptotics (2.10). Substituting \(u=v_{j}\) into (3.18) we arrive at ( \(N-1\) ) identical equations.
\[
\begin{aligned}
t_{H}\left(v_{j}, x\right) \phi\left(v_{1}, \ldots, v_{N-1}\right) & =x^{-1 / 2} i^{N} \phi\left(v_{1}, \ldots, v_{j}+i \eta, \ldots, v_{N-1}\right)+ \\
& +x^{1 / 2} i^{-N} \phi\left(v_{1}, \ldots, v_{j-i}-i \eta, \ldots, v_{N-1}\right)
\end{aligned}
\]

Looking for the solution \(\phi\left(v_{1}, \ldots, v_{N-1}\right)\) of (3.19) in the form
\[
\begin{equation*}
\phi\left(v_{1}, \ldots, v_{N-1}\right)=\prod_{j=1}^{N-1} \varphi\left(v_{j}\right) \tag{3.20}
\end{equation*}
\]
and recollecting the asymptotical condition (2.10) for \(t_{N}(u, x)\) we obtain, finally, the linear problem for \(\varphi\left(v_{j}\right)\)
\[
\begin{align*}
t_{N}(\mu, x) \varphi(\mu) & =x^{-1 / 2} i^{N} \varphi(\mu+i \eta)+x^{1 / 2} i^{-N} \varphi(\mu-i \eta)(3.21 a) \\
t_{N}(\mu, x) & =x^{-1 / 2} \mu^{N}+O\left(\mu^{N-1}\right), \mu \rightarrow \infty \tag{3.2lb}
\end{align*}
\]
which is equivalent to the multidimensional problem (3.18).

One needs to do now several comments.

Comment 1. To obtain (3.19) it is not necessary to use the explicit expressions (2.22). One can also apply directly the definitions (3.5) of \(\lambda{ }^{ \pm}\).

Comment 2. Generally speaking there might be no one-to-one correspondance between the solutions of (3.21) and the eigenfunction of \(t_{N}(u, x)\). If the eigenvalue \(t_{N}(u, x)\) of the problem (3.21) is M-times degenerate, that is there exist \(M\) linearly independent functions \(\varphi_{k}(\mu)\) satisfying (3.21) with the same \(t_{N}(u, x)\), then the corresponding eigenvalue \(t_{N}(u, x)\) of the problem (3.18) has the degeneracy ( \(N+M-2\) ) !/ ( \(N-1\) ) ! ( \(M-1\) ) ! that is the number of the symmetrical polynomials in \(\varphi_{k}\) of order ( \(N-1\) ). The cases of degeneracy seem to be however extramely rare it they exist at all.

Comment 3. The equation (3.21) for the function \(\varphi(\mu)\) has the same form as the equation for the eigenvalues of the Baxter's [16] operator \(Q(u)\). No connection between the wave function \(\varphi(\mu)\) and the operator \(Q(u)\) is known yet.

To sum up, we have shown that the problem of finding the spectrim of the \(N\)-particle quasiperiodic quantum soda chain is reduced for all \(N\) to a one-dimensional problem of almost the same form as that
obtained in [7] for \(N=3\) and 4. Such a reduction can be treated as a kind of seperation of variables.
M. Gutzwiller has given in [7]a solution of the problem (3.21) in terms of the Hill's determinant. In the next paragraph we propose another approach which seems to be more suitable for the subsequent transition to the infinite chain.
4. THE INFINITE QUANTUM CHAIN

To attack the problem of finding solutions to (3.21) let us make once more the analogy with the Baxter's Q-operator [16]. Consider, for example, Baxter's equation for the \(x x X\)-magnetic chain of spin \(\ell\) (cf. also[17])
\(\left\{\begin{array}{l}t_{N}(\mu) Q(\mu)=(\mu+i l \eta)^{N} Q(\mu-i \eta)+(\mu-i l \eta)^{N} Q(\mu+i \eta) \\ t_{N}(\mu)=2 \mu^{N}+O\left(\mu^{N-1}\right), \mu \rightarrow \infty\end{array}\right.\)
The usual way \({ }_{M}\) of solving (4.1) is to substitute for \(Q(u)\) the polynomial \(Q(\mu)=\prod_{k=1}^{M}\left(\mu-\mu_{k}\right)\) and to put then \(\mu=\mu_{k}\). The left-hand-side of (4.1) being zero, one obtains for \(\mu_{k}\) the set of
\(\left(\frac{\mu_{k}-i l_{\eta}}{u_{k}+i l \eta}\right)^{N}=\prod_{j=1}^{M} \frac{\mu_{k}-\mu_{j}-i \eta}{\mu_{k}-\mu_{j}+i \eta}\)
In case of the Toda chain the polynomial ansatz for \(\varphi(u)\), however, does not work in (3.21) since it contradicts the asymptotic condition for \(t_{N}(u, x)\). This fact seems to be related to the absence of the reference (pseudovacuum) state \(\Omega\) for the Toda chain discussed in the paragraph 1.

We are led thus to look for the solutions of (3.21) among functions more general than polynomials, for example, among holomorphic functions having infinitely many zeroes. To get an idea of what kind of functions it may be, let us derive the asymptotic conditions for \(\varphi(u)\). Substituting for \(\varphi(u)\) the ansatz \(\varphi(u)=\) and taking the leading orders in \(u\) at \(u \rightarrow \infty\), one obtains
\(\varphi(\mu) \simeq \exp \left(-\frac{\pi}{2} \frac{N}{\eta} \mu\right) \exp \left(-i \frac{\ln x}{2 \eta} \mu\right) \exp \left[ \pm i \frac{\mu}{\eta}\left(N \ln \frac{\mu}{e}-\frac{1}{2} \ln x\right)\right]\)

Taking a combination of two solutions we are led to the asymptotics
\[
\varphi(\mu) \sim \exp \left(-\frac{\pi}{2} \frac{N}{\eta} \mu\right) \exp \left(-i \frac{\ln x}{2 \eta} u\right) \sin \left[\frac{\mu}{\eta}\left(N \ln \frac{\mu}{e}-\frac{1}{2} \ln x\right)\right]
\]
which implies that \(\varphi(u)\) has infinitely many zeroes going to the infinity according to the asymptotics
\[
\begin{equation*}
\operatorname{un}\left(N \ln \frac{u_{n}}{e}-\frac{1}{2} \ln x\right) \sim \pi \eta n \tag{4.3}
\end{equation*}
\]

One can look for \(\varphi(u)\) roughly speaking as the infinite (divergent) product
\[
\begin{equation*}
\varphi(u)=\prod_{n}(u-u n) \tag{4.4}
\end{equation*}
\]
where the zeroes \(u_{n}\) have the asymptotics (4.3). Leaving the correct definition of the product (4.4) for the further investigation, let us now substitute quite formally (4.4) into (3.2la) and put \(u=u_{n}\). The result is quite similar to the equation (4.2) for the ferromagnet
\[
\begin{equation*}
(-1)^{N} x=\prod_{m} \frac{\mu_{n}-\mu_{m}+i \eta}{\mu_{n}-\mu_{m}-i \eta} \tag{4.5}
\end{equation*}
\]
with the difference that the left-hand-side does not depend on \(u\) and the right-hand-side is now an infinite product.

The equations for the infinite chain ( \(N \rightarrow \infty\) ) are obtained now from (4.5) by a standard procedure [18]. Consider first the vacuum state. We assume that the zeroes of \(\varphi(u)\) condensate as \(N \rightarrow \infty\) and fill continuously the real axis except the interval \([-\mu, \mu]\) where \(\mu>0\) is a parameter to be determined subsequently. The basis for such an assumption is given by the classical limit (see Appendix C). Introducing the density of zeroes [18]
\[
\begin{equation*}
\left.\rho_{+}(\mu)=\pi \eta \lim _{N \rightarrow \infty} \frac{1}{N} \frac{\left\{\text { number of } \mu_{n} \text { in } d u\right.}{d u}\right\} \tag{4.6}
\end{equation*}
\]
and using the equation (4.5) and the asymptotic conditions (1.16) and
(4.3) one obtains in the usual way \([18]\) the integral equation and the asymptotic condition for \(S_{+}(\mu)\)
\(\left\{\begin{array}{l}\rho_{+}(\mu)-\frac{1}{\pi} \int_{|v|>\mu} \frac{\eta \rho_{+}(v) d v}{(\mu-v)^{2}+\eta^{2}}=0,|\mu|>\mu \\ \rho_{+}(\mu)=\ln |\mu|-\frac{1}{2} \ln E(O(\mu-1), \mu \rightarrow \infty\end{array}\right.\)
Since the integral equation (4.7a) is homogenious, \(\int_{+}(u)\) is the eigenfunction (belonging to the continuous spectrum) of the integral operator determined by the asymptotic condition. To avoid difficulties connected with non compact integral operators it is convenient to reduce the problem to a Fredholm type integral equation [19].

To this end, let us define \(\rho_{+}(\mu)=0\) for \(|\mu|<\mu\) and introduce the function \(S_{-}(\mu)\) by the formulas
\[
\rho_{-}(\mu)=\left\{\begin{array}{cc}
0 & ,|\mu| \geqslant \mu \\
-\frac{1}{\pi \eta}\left[\rho_{+}(\mu)-\frac{1}{\pi} \int_{|v|>\mu} \frac{\eta \rho_{+}(v) d v}{(\mu-v)^{2}+\eta^{2}}\right],|\mu|<\mu
\end{array}\right.
\]

The equation (4.7a) and the formula (4.8) can be rewritten then as the integral equation on the whole real axis
\[
\begin{equation*}
\pi \eta \rho_{-}+\left(1-K_{+}\right) \rho_{+}=0 \tag{4.9}
\end{equation*}
\]
where \(K_{+}\)is the integral operator
\[
\begin{equation*}
\left(K_{+} \rho\right)(u)=\int_{-\infty}^{\infty} K_{+}(u-v) \rho(v) d v \tag{4.10}
\end{equation*}
\]
with the kernel
\[
\begin{equation*}
k_{+}(\mu)=\frac{1}{\pi} \frac{\eta}{\mu^{2}+\eta^{2}} \tag{4.11}
\end{equation*}
\]

Through the constant function is the eigenfunction of the integral operator \(K_{+}\)with the eigenvalue 1 the inverse operator
\[
1-K-=(1-K+)^{-1}
\]
can be defined on the functions vanishing at infinity \(\left(\rho_{-}(\mu)\right.\) is by definition such a function). Due to the degeneracy of the operator \(1-K_{+}\), the kernel \(K_{-}(u)\) is defined up to an additive constant. Its explicit form can be easily found by means of the Fourier transform. It reads
\[
\begin{equation*}
K_{-}(\mu)=\frac{1}{\pi \eta}\left[\psi\left(1+i \frac{\mu}{\eta}\right)+\psi\left(1-i \frac{\mu}{\eta}\right)\right]+\Delta \tag{4.12}
\end{equation*}
\]
where \(\psi(\mu)=\Gamma^{\prime}(\mu) / \Gamma(\mu)_{\text {is }}\) the digamma function \([20]\). In this paragraph we take the constant \(\Delta\) in (4.12) to be zero. The asymptotics of the kernel \(K_{-}(u)\) then will be the following
\[
\begin{equation*}
\left.K_{-}(\mu)=\frac{1}{\pi \eta} \ln \right\rvert\, \frac{\mu}{\eta}+O(\mu-1), \mu \rightarrow \infty \tag{4.13}
\end{equation*}
\]

We can transform now the equation (4.9) into the equivalent
one
\[
\begin{equation*}
\pi \eta\left(1-K_{-}\right) \rho_{-}+\rho_{+}=c \tag{4.14}
\end{equation*}
\]
where the constant \(c\) which appears in the right-hand-side of (4.14) due to the degeneracy of ( \(1-\mathrm{K}_{+}\)) should be determined from the asymptotic condition (4.7b).

Using the asymptotics (4.7b) and (4.13) one obtains then from (4.14) that \(c=\ln \eta-\frac{1}{2} \ln \vec{\square}\) and \(\int \rho_{-}(u) d u=1\).

Recalling then that \(\rho_{+}(\mu)=0\) for \(|\mu|<\mu\) one obtains finally the system of equations for \(\rho_{-}(\mu)\)
\(\left\{\begin{array}{l}\pi \eta\left[\rho_{-}(\mu)-\int_{-\mu}^{\mu} k_{-}(\mu-v) \rho(v) d v\right]=\ln \eta-\frac{1}{2} \ln \sum_{(4.15 a)} \\ \int_{-\mu}^{\mu} \rho_{-}(v) d v=1\end{array}\right.\)
which is equivalent to the system (4.7) for \(P_{+}(u)\).
It is clear from the system (4.15) how to fix the parameter \(\mu\). The equation (4.15a) determines \(\rho_{-}(\mu ; \Sigma, \mu) \quad\) and the normalization condition (4.15b) determines \(\mu\) as a function of \(\mathbb{E}\).

To finish the study of the vacuum state one needs to calculate the integrals of motion and, in particular, the energy density of the
ground state.

To this end let us consider once more, equation (3.21a) and using (4.4) rewrite it as
\[
\begin{equation*}
t_{N}(\mu, x)=\Lambda_{N}\left(\mu+i \frac{\eta}{2}\right)+\Lambda_{N}^{-1}\left(\mu-i \frac{\eta}{2}\right) \tag{4.16}
\end{equation*}
\]
where
\[
\begin{equation*}
\Lambda_{N}(u)=x^{-1 / 2} i_{\eta}^{N} \frac{\mu-\mu_{n}+i \eta / 2}{\mu-\mu_{n}-i \eta / 2} \tag{4.17}
\end{equation*}
\]

One can show that in the limit \(N \rightarrow \infty\) the first term in the expression (4.16) dominates for \(I_{m} u>0\) and the second term for \(\operatorname{Im} \mu<0\).

Let us define the generating function for the vacuum densities of the integrals of motion as (cf. (1.19))
\[
\begin{align*}
\tau(\mu) & =\lim _{N \rightarrow \infty} \frac{1}{N} \ln t_{N}(\mu, E N)=  \tag{4.18}\\
& =\ln \mu-P \mu^{-1}-\epsilon \mu^{-2}+O\left(\mu^{-3}\right)
\end{align*}
\]

Using (4.18), (4.16) and (4.6) one obtains for the derivative of \(\tau(\mu)\) the expression
\[
Z^{\prime}(\mu)= \begin{cases}\xi\left(\mu+i \frac{\eta}{2}\right), & I_{m} \mu>0  \tag{4.19}\\ \xi\left(\mu-i \frac{\eta}{2}\right), & I_{m} \mu<0\end{cases}
\]
where
\[
\xi(\mu)=\frac{1}{i} \int_{|v|>\mu} d v \frac{\eta P+(v)}{(\mu-v)^{2}+\eta^{2} / 4}
\]

With the help of (4.8) one can now express \(\tau^{\prime}(\mu)\) in terms of \(P(u):\)
\[
\begin{equation*}
\tau^{\prime}(\mu)=\int_{-\mu}^{\mu} \frac{\rho_{-}(\mu)}{\mu-v} d v \tag{4.21}
\end{equation*}
\]

Expanding (4.21) in powers of \(u\) and using the expansion
\[
\begin{equation*}
\tau^{\prime}(\mu)=\mu^{-1}+\rho \mu^{-2}+2 \epsilon \mu^{-3}+\cdots \tag{4.22}
\end{equation*}
\]
which follows from (2.14) one obtains for the density of the momentum
\[
\rho=\int_{-\mu}^{\mu} v P_{-}(v) d v=0
\]
(due to the symmetry of the ground state) and
\[
\begin{equation*}
E=\int_{-\mu}^{\mu} \frac{v^{2}}{2} P-(v) d v \tag{4.23}
\end{equation*}
\]

Note that the first term \(u^{-1}\) in the expansion (4.22) conforms with the condition (4.15b).

The pressure \(P\) being given, the parameters \(E\) and \(\mu(\stackrel{L}{L}\) )are defined now from the minimum enthalpy principle (see paragraph l).

Let us discuss briefly the excitations. As usually [18] to obtain the excited states one needs to add a finite number of zeroes of the function \(\varphi(u)\) into the lacune \([-\mu, \mu]\) and to remove a finite number of zeroes from the vacuum distribution outside of \([-\mu, \mu]\) Let the additional zeroes be in the points \(\left\{\mu_{p}\right\}\) ( \(p\) for particle) and the missing ones in \(\{\mu\}\) ( \(h\) for holes). The comparison with the classical limit shows that the first type excitations (particles) correspond to the phonon and the second ones (holes) to solitons of the Toda chain.

Omitting the standard calculations let us present the final
result. For the relative density \(\sigma_{+}(\mu)\) defined by
\(\sigma_{+}(\mu)=\left\{\begin{array}{l}\pi \eta \sum_{\left\{\mu_{p}\right\}} \delta\left(\mu-\mu_{p}\right), \quad|\mu|<\mu,\left|u_{p}\right|<\mu \\ \pi \eta \lim _{N \rightarrow \infty}\left[\frac{1}{u_{n+1}-u_{n}}-\frac{1}{u_{n+1}-u_{n} v a c}\right],|u|>\mu\end{array}\right.\)
and its dual density defined by
\(\sigma(\mu)=\left\{\begin{array}{l}-\frac{1}{\pi \eta}\left[\sigma_{+}(\mu)-\frac{1}{\pi} \int_{|v|>\mu(\mu-v)^{2}+\eta^{2}} \frac{\eta \sigma_{+}(v) d v}{}\right],|\mu|<\mu \\ \sum_{\left\{\mu_{n}\right\}} \delta(\mu-\mu n), \quad|\mu|>\mu \quad\left|\mu_{n}\right|>\mu\end{array}\right.\)
one obtains the integral equation with the boundary condition determined by the asymptotic shift \(\mathcal{E}\) (see paragraph l)
\[
\left\{\begin{array}{l}
\pi \eta \sigma_{-}+\left(1-k_{+}\right) \sigma_{+}=0  \tag{4,26a}\\
\sigma_{+}(\mu)=-\frac{1}{2} \ln \xi+O\left(\mu^{-1}\right), \mu \rightarrow \infty
\end{array}\right.
\]
which, being restricted on \(|u|>\mu\) gives a consistent equation for the smooth part of \(\sigma_{+}(\mu)\).

The dual equation is
\[
\left\{\begin{array}{l}
\pi \eta(1-k-) \sigma_{-}+\sigma_{+}=-\frac{1}{2} \ln \xi  \tag{4.27a}\\
\int_{-\infty}^{\infty} \sigma_{-}(v) d v=0
\end{array}\right.
\]

Being restricted on \(|u|<\mu\) it provides a Fredholm type equation for the smooth part of \(\sigma_{-}(u)\). The normalization condition (4.27b) defines \(\left\{\right.\) as an implicit function of \(\left\{u_{p}, u_{n}\right\}\).

One can show that the generating fucntion of the integrals of motion
\[
\begin{aligned}
\tau(\mu) & =\lim _{N \rightarrow \infty}\left[\ln t_{N}\left(\mu, \sum_{N} L^{N}\right)-\ln t_{N}^{v a c}\left(\mu, \sum E\right]_{(4.28)}^{N}\right. \\
& =\frac{1}{2} \ln \sum-P \mu-1-E \mu^{-2}+\ldots
\end{aligned}
\]
is expressed in terms of \(\sigma_{-}(u)\) like
\[
\begin{equation*}
\tau(u)=\frac{1}{2} \ln \xi+\int_{-\infty}^{\infty} \ln (u-v) \sigma_{-}(v) d v \tag{4.29}
\end{equation*}
\]
and, therefore,
\[
\begin{align*}
& P=\int_{-\infty}^{\infty} v \sigma_{-}(v) d v  \tag{4.30a}\\
& E=\int_{-\infty}^{\infty} \frac{v^{2}}{2} \sigma_{-}(v) d v \tag{4.30b}
\end{align*}
\]

Let us make now a comparison of our results and the Sutherland's ones [5]. The equations (4.15), (4.27) can be considered as the usual Bethe-ansatz equations for the one-dimensional Bose-gas coresponding to the two-particle S-matrix
\[
\begin{equation*}
S(u)=\frac{\Gamma(1-i u / \eta)}{\Gamma(1+i u / \eta)} \tag{4.31}
\end{equation*}
\]
which corresponds to the exponential potential between the particles. The logarithmic derivative of the S-matrix (4.31) is the kernel K_ (4.12) and it is this kernel which has been proposed by Sutherland in [5]. A slight difference in the normalization with [5] seems to be due to the fact that we consider here the Toda chain under a constant pressure, so its volume determined by § may vary. Such a good correspondance with Sutherland's results is rather surprising since his approach is valid striclty speaking only for low densities [21] and, in fact, the exact equations. (3.21) for the finite Toda chain can by no means be represented as Bethe-ansatz-like equations with the \(S\) matrix (4.31).

\section*{5. CONCLUSION}

To conclude, I would like to stress that the success in finding the spectrum of the Toda chain is due to the application of a new method consisting in constructing some special representations of the algebra (3.3) determined by the R-matrix. The method itself seems to be quite general and to be applicable to many other models. It has been applied already to the Goryachev-Chaplygin top. [15] and the author hopes to apply it to the sine-Gordon model.

Concerning the Toda chain, there are also many problems to be solved such as a rigorous proof of all the assumptions made, a proper investigation of the integral equations, the construction of the thermodynamics, Green's functions, etc. The author hopes that progress in these areas will be made in the next few years.

\section*{APPENDIX A}

Below the complete list of the matrix elements of the relation (2.7) is given. Using (2.6) this can be rewritten as
where according to (2.2)
\(T_{1}^{1}(\mu)=A_{N}(\mu), \quad T_{2}^{1}(\mu)=B_{N}(\mu), T_{1}^{2}(\mu)=C_{N}(\mu), T_{2}^{2}(\mu)=D_{N}(\mu)\)

In the relations given below the values of the indices ( \(a_{1} a_{2}\) \(b_{1} b_{2}\) ) are given on the left margin. For the sake of brevity the index N is omitted.
(1111): \(\{A(u), A(v)\}=0\)
(1112): \(\{A(u), B(v)\}=-(u-v)^{-1}[A(u) B(v)-B(u) A(v)](A 2)\)
(1211): \(\left.\{A(u), C(v)\}=-(u-v)^{-1}[-A(u) C(v)+C(u) A(v)]_{A 3}\right)\)
(1212): \(\left.\{A(u), D(v)\}=-(u-v)^{-1}[\quad(u) B(v)-B(u) C(v)]_{A 4}\right)\)
(1121): \(\left.\{B(u), A(v)\}=-(u-v)^{-1}[B(u) A(v)-A(u) B(v)]_{A 5}\right)\)
(1122): \(\{B(u), B(v)\}=0\)
(1221): \(\{B(u), C(v)\}=-(\mu-v)^{-1}[D(u) A(v)-A(u) D(v)](A 7)\)
(1222) : \(\{B(u), D(v)\}=-(u-v)^{-1}[-B(u) D(v)+D(u) B(v)](A 8)\)
(2111): \(\{C(u), A(v)\}=-(u-v)^{-1}[-C(u) A(v)+A(u) C(v)]{ }^{(A 9)}\)
(2112): \(\{C(u), B(v)\}=-(u-v)^{-1}[A(u) D(v)-D(u) A(v)]_{(A 10)}\)
(2211): \(\{C(u), C(v)\}=0\)
(2212): \(\{C(u), D(v)\}=-(u-v)^{-1}[C(u) D(v)-D(u) C(v)]_{(A 12)}\)
(2121): \(\{D(u), A(v)\}=-(u-v)^{-1}[B(u) C(v)-C(u) B(v)]\) (A13)
\[
\begin{align*}
& (2122):\{D(u), B(v)\}=-(u-v)^{-1}[-D(u) B(v)+B(u) C(v)]^{(A 14)} \\
& (2221):\{D(u), C(v)\}=-(u-v)^{-1}[D(u) C(v)-((u) D(v)](A 15) \\
& (2222):\{D(u), D(v)\}=0 \tag{Al}
\end{align*}
\]

APPENDIX B

Using (3.2) one can rewrite the relation (3.3) as
\[
\begin{aligned}
& (\mu-v) T_{b_{1}}^{a_{1}}(\mu) T_{b_{2}}^{a_{2}}(v)-i \eta T_{b_{1}}^{a_{2}}(\mu) T_{b_{2}}^{a_{1}}(v)= \\
& =(\mu-v) T_{b_{2}}^{a_{2}}(v) T_{b_{1}}^{a_{1}}(\mu)-i \eta T_{b_{1}}^{a_{2}}(v) T_{b_{2}}^{a_{1}}(\sim)
\end{aligned}
\]

The complete list of the matrix elements of (3.3). is given below. As in the Appendix A the values of the indices \(\left(a_{1} a_{2} b_{1} b_{2}\right)\) are given on the left margin and the index \(N\) is omitted.
\((1111):(u-v-i \eta) A(u) A(v)=(u-v-i \eta) A(v) A(u)\)
(1112): \((u-v-i \eta) A(u) B(v)=(u-v) B(v) A(u)-i \eta A(v) B(k)_{(B 2)}\)
\((1211):(u-v) A(u) C(v)-i \eta C(u) A(v)=(u-v-i \eta) C(v) A(c)\) B3 \()\)
(1212): \((u-v) A(u) D(v)-i \eta C(u) B(v)=(u-w) D(v) A(u)\) \(-i \eta C(v) B(u)\)
(1121): \(\left.(\mu-v-i \eta) B(u) A(v)=(u-v) A(v) B(u)-i \eta B(v) A(v)_{B 5}\right)\)
(1122): \(B(u) B(v)=B(v) B(u)\)
(1221): \((u-v) B(u) C(v)-i \eta D(u) A(v)=(u-v) C(v) B(u)-\)
(1222): \((\mu-v) B(\mu) D(v)-i \eta D(u) B(v)=(\mu-v-i \eta) D(v) B(u)(B 8)\)
(2111): \((u-v)((u) A(v)-i \eta A(u) C(v)=(u-v-i \eta) A(v) C(u)(B 9)\)
(2112): \((\mu-v) C(\mu) B(v)-i \eta A(u) D(v)=(\mu-v) B(v) C(\mu)(B 10)\) \(-i \eta A(v) D(u)\)
(2211): \(C(u) C(v)=C(v) C(u)\)
(Bl)
(2212): \((u-v-i \eta) C(u) D(v)=(u-v) D(v) C(u)-i \eta C(v) D(u)\)
(2121) : \((\mu-v) D(u) A(v)-i \eta B(u) C(v)=(u-v) A(v) D(u)-i \eta B(v) C(u \times B 13)\)
(2122): \(:(u-v) D(u) B(v)-i \eta B(u) D(v)=(u-v-i \eta) B(v) D(u)\)
(2221) : \((\mu-v-i \eta) D(u) C(v)=(u-v) C(v) D(u)-i \eta D(v) C(u)\) (B15)
(2222): \(:(\mu-v-i \eta) D(u) D(v)=(\mu-v-i \eta) D(v) D(\mu)\)

In the main text of the paper some formulas are used connected with notion of the quantum determinant [8]. Using the explicit expression (2.1) for the L-operator one can verify that the following relation holds
\[
\begin{equation*}
\sigma_{2} L(\mu) \sigma_{2} L(\mu-i \eta)=1 \tag{Bl}
\end{equation*}
\]
as well as the relation
\(L(\mu) \sigma_{2} L(\mu+i \eta) \sigma_{2}=1\)
where
\[
\sigma_{2}=\left(\begin{array}{cc}
0 & -i \\
i & 0
\end{array}\right)
\]

Below the matrix elements of (Bl) are written down
\[
\begin{align*}
& D(u) A(\mu-i \eta)-B(u) C(\mu-i \eta)=1 \\
& D(u) B(i-i \eta)-B(u) D(\mu-i \eta)=0 \tag{B20}
\end{align*}
\]
\[
\begin{equation*}
A(\mu) C(u-i \eta)-C(\mu) A(\mu-i \eta)=0 \tag{B21}
\end{equation*}
\]
\[
\begin{equation*}
A(\mu) D(\mu-i \eta)-C(\mu) B(\mu-i \eta=1 \tag{B22}
\end{equation*}
\]
and of (B18)
\[
\begin{align*}
& A(\mu) D(\mu+i \eta)-B(\mu) C(\mu+i \eta)=1  \tag{B23}\\
& B(\mu) A(\mu+i \eta)-A(\mu) B(\mu+i \eta)=0  \tag{B24}\\
& C(\mu) D(\mu+i \eta)-D(\mu) C(\mu+i \eta)=0 \tag{B25}
\end{align*}
\]
\[
\begin{equation*}
D(\mu) A(\mu+i \eta)-C(\mu) B(\mu+i \eta)=1 \tag{B26}
\end{equation*}
\]

\section*{APPENDIX C}

Here we consider the classical limits of the equations obtained in the paragraph 4.

Let us consider the vacuum equations. The kernel \(K_{+}(\mu)\) has the following expansion as \(\eta \rightarrow 0\)
\[
\begin{equation*}
K+(u)=\delta_{+}(u)+\frac{\eta}{\pi} \frac{1}{u^{2}}+O\left(\eta^{2}\right) \tag{Cl}
\end{equation*}
\]

The right-hand-side of (Cl) should be understood in the sense of distributions, \(\frac{1}{\mu^{2}}\) being the standard renormalization of \(\mu^{-2}[22]\)


Due to (Cl) the vacuum equation (4.7) becomes in the classical limit (cf. the analogous treatment of the non linear Schrödinger qualion in 23 )
\[
\left\{\begin{array}{l}
-\frac{1}{\pi^{2}} f_{|v|>\mu} \frac{p_{+}(v) d v}{(u-v)^{2}}=0,|u|>\mu \\
p_{+}(\mu)=\ln |u|-\frac{1}{2} \ln \frac{5}{L}+O(\mu-1), \mu \rightarrow \infty
\end{array}\right.
\]

The constant \(\mu\) being fixed it has the unique solution
\[
\begin{equation*}
\Sigma=\frac{\mu^{2}}{4} \tag{cha}
\end{equation*}
\]
\[
\begin{equation*}
P_{+}(u)=\ln \frac{u+\sqrt{u^{2}-\mu^{2}}}{\mu} \tag{c3b}
\end{equation*}
\]

In order to perform the limit \(\eta \rightarrow 0\) in the equation (4.15) it is convenient to use another normalization of the kernel \(\mathrm{K}_{-}\). Let us choose the constant \(\Delta\) in (4.12) to be \(\ln \eta / \pi \eta\). Using the new kernel \(\widetilde{K}_{-}\)the equation (4.15) can be rewritten as
\(\left\{\begin{array}{l}\pi \eta\left[\rho_{-(u)}-\int_{-\mu}^{\mu} \tilde{k}(u-v) \rho_{-}(v) d v\right]=-\frac{1}{2} \ln \Xi \\ \int_{-\mu}^{\mu} \rho_{-(v)} d v=1\end{array}\right.\)
Using the asymptotics of the kernel \(\tilde{K}_{\sim}\)
\[
\tilde{K}_{-}(u)=\frac{1}{\pi \eta} \ln |u|+O(\eta), \quad \eta \rightarrow 0
\]
one obtains in the classical limit
\(\left\{\begin{array}{l}-\int_{-\mu}^{\mu} \ln |u-v| \rho_{-}(v) d v=-\frac{1}{2} \ln E,|u|<\mu \\ \int_{-\mu}^{\mu} \rho_{-}(v) d v=1\end{array}\right.\)
The unique solution to the equations (C5) is
\(E=\frac{\mu^{2}}{4}\)
\(\rho_{-(u)}=\frac{1}{\pi}\left(\mu^{2}-u^{2}\right)^{-1 / 2}\)
The expressions (4.21) for \(\tau^{\prime}(\mu)\) and (4.23) for the energy do not change in the classical limit. One obtains
\[
\begin{aligned}
\tau(\mu) & =\ln \frac{u+\sqrt{u^{2}-\mu^{2}}}{\mu} \\
\varepsilon & =\frac{\mu^{2}}{4}=E
\end{aligned}
\]
which coincides with the results of the paragraph 1.

The classical limit in the equations (4.26-27) for the excited states can be performed in the same manner and leads to the well known classical results (cf.[5]).
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\begin{abstract}
We discuss a solubility condition for staggered vertex systems with ice-rule and its impacts on the Ashkin-Teller, Potts and layered Potts models.
\end{abstract}

\section*{§1. Introduction}

Contemporary equilibrium statistical mechanics deals with a wide variety of problems pertaining to critical behavior of physical systems and their phase structure and numerous are the methods available to achieve these goals. However, simple models made to describe real systems appear always attractive for they provide, if successful, a clear cut understanding of the phenomenon. The Ising model /1/ and its solution is certainly the most outstanding example of effort in this direction. Generalisations of the Ising model have been subsequently proposed by Ashkin-Teller /2/ and R.B. Potts /3/ with models carrying their respective names, but these models have failed to be soluble up to now. But in the meantime progress in modeling ferroelectric systems in two dimensions had been successful and their complete solution was obtained by E.H. Lieb /4/ and later generalised by R.J. Baxter \(/ 5 /\). It is therefore not surprising to witness efforts by many workers to convert the Ashkin-Teller and Potts models to vertex models.But one obtains their staggered versions/19/ whereby two systems of vertices coexist on interpenetrating sublattices of the main lattice. Unfortunately, the problem of staggered vertex models still represents a considerable challenge to the theoretician for it has eluded complete resolution up to now.

In what follows we propose to reach a partial solution to the problem. The earliest class of solutions for staggered ice-rule is of Pfaffian type and was discovered by F.Y. Wu and collaborators \(/ 6 /\) who also extended their findings to other lattices /7/ and considered the staggering of several lattices /8/. Recently reconsidering the most general ferroelectric model on a square lattice he solved in 1971 /9/ Baxter discovered that a special staggered system is hidden in the class of soluble inhomogeneous systems, which he identified to the critical antiferromagnetic \(q\)-state Potts model /10/. This discovery is an important landmark for it sweeps away the belief that staggered vertex models do not seem to admit other solution than Pfafians and consequently raises the question when does a staggered ver-
tex system is integrable by a Bethe-ansatz type of solution.
To this end we shall elaborate on some ideas of R.Z. Bariev regarding the treatment of vertex systems \(/ 11\) /. More precisely, restricting ourselves first to the simple homogeneous zero-field six-vertex model we shall show that Bariev's dia-gonal-to-diagonal transfer matrix admits eigenfunctions of the Bethe-ansatz type and the partition function has the usual product form. Now staggered vertex systems appear in this "diagonal representation" of the lattice as described by the product of two-diagonal-to-diagonal transfer matrices. Hence if these matrices, under certain restrictions, admit the same set of Bethe-ansatz wave functions as eigenstates we would have obtained thus soluble cases of staggered vertex systems. These solubility conditions yield in turn solubility lines for the Ashkin-Teller and Potts models. Conversely these spin models do have themselves special soluble cases, which will reappear on the staggered vertex systems as new sets of soluble points. Some of the solubility lines but not all are in fact critical lines. Finally we sketch some gneralisations of this construction for other systems.
§2. Methodology for the ice-rule on a square lattice
2.1 Conventions. We consider a square lattice of sites labelled by (I,J) with periodic boundary conditions, i.e. site ( \(I+N, J+M\) ) is identified to site (I,J) where \(M\) and \(N\) are the numbers of sites on the horizontal and vertical directions. Pairs of sites are connected by vertical and inclined edges as shown in fig. 1. The four edges round a site form a vertex, each edge carries an "arrow" variable. Let us agree that a "down-arrow" by the value -1 of \(\sigma(\) resp. \(\tau)\). The so-called "ice-rule" which originates from the relative position of a hydrogen atom on an edge in a planar ice molecule model is then representated by the constraint: \(\sigma^{\prime}+\tau=\sigma^{\prime}+\tau^{\prime}\). See figure 2. Let \(C\) be a configuration of edge variables ( \(\sigma, \tau\) ) obeying the ice-rule on the


Figure 1


Figure 2: Ice-rule \(\sigma+\tau=\sigma^{\prime}+\tau^{\prime}\), the 6 vertex configurations and their weights.
whole lattice with \(\sigma_{I, J}=\sigma_{I J+1}, \tau_{I J}^{\prime}=\tau_{I-1 J-1}\) Then the partition function is the sum over all such configurations of their statistical weights:
\[
Z_{M N}=\sum_{\{C\}} \prod_{\mathrm{LJ}} \omega_{\mathrm{C}}(\mathrm{~T}, \mathrm{~J})
\]

\subsection*{2.2. Diagonal-to-diagonal transfer matrix}

We take a slice of the lattice of figure 1 made up of a row of vertices as shown in figure 3 , and define a \(4^{N} \times 4^{N}\) matrix by its matrix element:
\[
T_{M \ldots \sigma_{j}^{\prime} \tau_{j} \ldots}^{\tau_{j}^{\prime} \ldots}=\prod_{J=1}^{N} \omega_{r_{J}}
\]
where \(\sigma_{J}+\tau_{j}=\tau_{j}^{\prime}+\sigma_{J}^{\prime}(J=1, \ldots N)\) and \(\omega_{r}\) is the weight of the vertex \(J\) with the \({ }^{J}\) configuration \(\sigma_{j}, \tau_{j}, \sigma_{j}^{\prime}\) and \(\tau_{j}^{\prime}\). Then we have
\[
Z_{M N}=\operatorname{Tr}\left(T_{N}\right)^{N}
\]
as in the usual row-to-row approach /12/. Permuting in and out labels of \(T_{N}\), namely \(\left(\sigma_{j}, \tau_{J}\right) \leftrightarrow\left(\sigma_{j}^{\prime}, \tau_{j}^{\prime}\right)\) we obtain the transpose of \(T_{N}\) which is represented in figure 4.


Figure 3. The matrix \(\mathrm{T}_{\mathrm{N}}\)


Figure 4. Transpose of \(T_{N}: T_{N}\)


Figure 5 shows the simple structure of the product \(T_{N}^{\prime} T_{N}\), and how the inverse of \(T_{N}\) can be computed from a local product of vertex operators. It is thus straightforward to find the inverse relations of the partition function /13/.

Figure 5. The product \(T_{N}^{\prime} T_{N}\).
§3. Triangle relations and eigenvectors of transfer matrices
3.1. Parametrization. As noted earlier by E.Lieb, the number of down-arrows (or negative spin on an edge; i.e. either \(\sigma=-1\) or \(\boldsymbol{\tau}=-1\) ( remains constant in a row. One treats them as "particles" and constructs the eigenstates of \(T_{N}\) as Bethe-ansatz wave functions. This has been done by R.Z. Bariev, as well as by E.H. Lieb earlier in the row-to-row formulation. We shall by-pass this conventional method and refer the reader to references \(/ 11 /\) and \(/ 12 /\). Instead we would like to recall that the integrability of \(T_{N}\) (or its row-to-row counterpart) hinges on a canonical parametri zation discovered by R.J. Baxter in \(1970 / 5 /\) according to which the zero-field 6-vertex model weights are expressed by trigonometric/hyperbolic functions:
(3.1.1)
\[
\omega_{1}=\omega_{2}=a=\sin (\mu-\theta)
\]
\[
\begin{aligned}
& \omega_{3}=\omega_{4}=b=\sin \theta \\
& \omega_{5}=e^{i \theta_{c}}, \omega_{6}=e^{-i \theta_{c}}, c=\sin \mu
\end{aligned}
\]

Eliminating \(\theta\), we obtain the Lieb invariant \(\Delta=\left(a^{2}+b^{2}-c^{2}\right)(2 a b)^{-1}=-\cos \mu\). The presence of unimodular factory in \(\omega_{5}\) and \(\omega_{6}\) is immaterial to the partition function since it depends only on the product \(\omega_{5} \omega_{6}=c^{2}\). They do, however, add an extra symmetry to the problem in the sense that \(\theta\), the "spectral" parameter, as called by L.D. Faddeev and his school/14/ can be now defined modulo \(\pi\). On the other hand \(\theta\) labels commuting row-to-row transfer matrices as it is well known \(/ 5 /\).

This canonical parametrization realizes, in a sense, a uniformization of the following algebraic problem. Consider the simplest non-trivial lattice made up of three vertices, intersections of three straight lines. When we shift any line parallel to itself we obtain a new configuration geometrically inequivalent as shown in figure 6.


Figure 6: Horizontal shift of vertical line and spin configuration on edges.

Given any spin-configuration on the outer edges of the two diagrams, i.e. \(\sigma_{1}, \ldots, \sigma_{6}\), if the total statistical weight of the left diagram were to be equal to the total statistical weight of the right diagram whenever the inner spins \(\tau_{1}, \tau_{2}, \tau_{3}\) are chosen according to the ice-rule, then the vertices \(A, B, C\) would have the same Lieb invariant and their spectral parameters fulfill the relation:
\[
\begin{equation*}
\Delta_{A}=\Delta_{B}=\Delta_{C}=\Delta \quad \theta_{C}=\theta_{A}+\theta_{B}(\bmod \pi) \tag{3.1.2}
\end{equation*}
\]

Baxter has proposed to identify effectively \(\theta_{A}, \theta_{B},{ }_{C}\) to the geometric straight line angles of the respective vertices with an appropriate North pole convention at vertices \(A, B\) and \(C\). Equation (3.1.2) simply expresses that \(\theta_{C}\) is the outer angle of an euclidean triangle is the sum of the two opposite inner angles. The angular relation has appeared earlier in the theory of two-dimensional factorizable, elastic S-matrices /15/:


The immediate consequence is the following. Given a set of \(N\) lines intersecting mutually only pairwise, if one chooses on each edge a spin variable so that round a vertex the ice-rule is fulfilled, provided that each vertex has the same Lieb invariant and its angle \(\theta\) is chosen to agree with the previous "triangle rule", then one is free to shift any line parallel to itself without changing the total statistical weight of the system, once the set of outer spins is fixed. /16/. We next show that this property will basically generate more or less graphically Bethe ansatz eigenfunctions of \(T_{N}\).

\subsection*{3.2. First application of the triangle relations}

As pointed out earlier the object on which one should focus our attention is a "down-arrow" or "particle" described by a spin: -1 on an edge. It traces a contintuous path through the lattice. The simplest extension of the triangle diagram of figure 6 is the addition of parallel vertical lines (see figure 8). We should understand that each side of figure 8 represents a sum over inner spins \(\tau\) and \(\tau^{\prime}\) for any given outer spin configurations: \(\left(\sigma, \sigma^{\prime} ; \rho, \rho^{\prime} ; \lambda, \lambda^{\prime}\right)\) :


Figure 8:
Let us specialize to the following outer spin configuration of figure 9 where \(\lambda=\lambda^{\prime}=\sigma_{I^{\prime}}^{\prime}=\sigma_{J}^{\prime}=-1\) and every other spin equal to +1 .


Figure 9: Paths of down-arrows are in heavy lines.
On each "almost" horizontal line, a "particle" comes from far right and appears on some vertical edge, say at vertex \(I\). This is, as far as vertical edges are concerned, a creation of a particle on the \(I\) vertical edge. The statistical weight of such process is the product of the weights along this line from the first to the last vertex, it is equal to \(b^{N}\left(\theta_{1}\right) c\left[a\left(\theta_{1}\right) / b\left(\theta_{1}\right]^{\top}\right.\) where \(\theta_{1}\) is the angular parameter of the "almost" horizontal line. Thus the probability amplitude of finding a downarrow at \(I\) is basically a plane wave with wave vector \(k_{1}\) defined by \(e^{i k_{n}}=a\left(\theta_{1}\right) / b\left(\theta_{1}\right)\).

What figure 9 tells us is two-fold. First the creation of two particles is commutative, since we can pull freely one line through the other. Second by computing the total statistical weight of two-down arrows appearing on the lowest row of vertical edges one finds that the probability amplitude for the existence of particles is precisely of Bethe-ansatz type (recall that one should resum and rearrange the terms so that particles appear in the sector I' < J since we have indistinguishable objects here.):
\[
c^{2} \exp \left(i k_{1} I+i k_{2} J\right)\left\{\frac{b_{2}}{a_{2}}+\frac{a_{1}}{a_{2}} \frac{c^{2}}{a_{2} b_{1}-a_{1} b_{2}}\right\}+c^{2} \exp \left(i k_{1} J+i k_{2} I\right)\left\{\frac{a_{2}}{b_{2}}+\frac{b_{2}}{b_{1}} \frac{c^{2}}{a_{1} b_{2}-a_{2} b_{1}}\right\}
\]
where \(a\left(\theta_{j}\right)=a_{j}\) and \(b\left(\theta_{j}\right)=b_{j}\), also \(\exp i k_{j}=a_{j} / b_{j}\) as before. It is now straight forward to imagine the possibility of shifting mutally a set of "almost" horizontal lines defined by angles \(\theta_{1}, \ldots, \theta_{n}\). Special configurations such that far-right spins \(\lambda_{1}=\lambda_{2}=\ldots \lambda_{n}=-1\) reemerging on the lowest row (spin \(\sigma_{j}^{\prime}\) ) have statistical weights which yield in fact a Bethe-ansatz wave function for \(n\)-particle system on the lowest row of vertical edges.

This "graphical" construction of Bethe ansatz wave functions is extendable to the case of non parallel "vertical" lines. Each "almost" horizontal line is now labelled by a set of angles \(\theta_{j} \theta_{j}^{\prime} \ldots \theta_{j}^{(1)}\) subjected to the conditions
\[
\theta_{i}-\theta_{j}=\theta_{i}^{\prime}-\theta_{j}^{\prime}=\cdots=\theta_{i}^{(1)}-\theta_{j}^{(1)} \quad(\bmod \pi)
\]

This result has been obtained by Baxter /5/ long ago.

\subsection*{3.3. Second application of the triangle equations}

We first deform slightly the triangle in figure 6 and add this time \(N\) vertices horizontally. The result is pictured in figure 10.


Figure 10:
Comparing with figure 3 we see that this is the vertical shift of a horizontal line of angular parameter \(\theta_{1}\) and \(\theta+\theta_{1}\) through the diagonal-to-diagonal matrix \(T_{N}=T_{N}(\theta, \mu)\). The horizontal line may be thought of a device to generated on this upper row of edges a down-arrow which will eventually propagate downward by performing a hopping to the left or staying on the same spot. Again by computing the statistical weight along the horizontal line one finds that the momentum of the plane wave of the down arrow is given by
\[
\exp i k\left(\theta_{1}\right)=\frac{a\left(\theta+\theta_{1}\right) a\left(\theta_{1}\right)}{b\left(\theta+\theta_{1}\right) b\left(\theta_{1}\right)}
\]

And by computing the statistical weight on both sides of figure 10 , one sees that the plane wave \(\exp i k_{1} J\) is an eigenstate of \(T_{N}(\theta, \mu)\) with the eigenvalue \(\Lambda_{1}=a\left(\theta_{1}\right) /\) \(b\left(\theta_{1}\right)\). For more details see reference /17/.

A two-particle system can be generated by two "almost" horizontal lines. It is clear that, as explained in the previous paragraph, a proper choice of the angular parameters \(\theta\) along the horizontal lines will ensure that they commute with each other, and yield the Bethe-ansatz wave function for two particles, see figure 11.


Figure 11

This construction may be extended to any number of horizontal lines. Thus we can directly, by calculating a global statistical weight, generate the Bethe-ansatz wave function of a system of \(n\)-down arrows susceptible of being an eigenstate of \(T_{N}\). The corresponding eigenvalue is just equal to the product of single particle eigenvalues of equation (3.3.1). Periodic boundary conditions on the particle space variables determine the choice of the \(\theta_{j}\) which is reduced to the calculation of a density of \(\theta\) in the thermodynamic limit through an integral equation as it is usually the case.

We have sought here to present the highlights and main features of the method of R.Z. Bariev without tangling ourselves in the technical details which are availabile at length in references /11/ /17/ /18/. The crux of the matter resides basically in the triangle relations which once appropriately extended provide the correct construction of the Bethe-ansatz wave functions of the diagonal-to-diagonal transfer matrix, its eigenvalues and through the resolution of an integral equation governing the distribution of the eigenvalues in the thermodynamic limit the ultimate computadion of the partition function. The method is attractive due to its simplicity which is best appreciated from the graphical interpretation and seems thereby to have an edge over the usual row-to-row approach.
§4. Staggered ice-rule on square lattice.

\subsection*{4.1. Simple two-fold staggering.}

Two square interpenetrating sublattices \(A\) and \(B\) (of continuous and dotted lines) from our lattice as shown by figure 12 , with the periodic boundary conditions described in paragraph 2.1. Geometrically there exist four types of vertices; two resulting from intersections of lines of the same type and two from intersections of lines of different types. We shall assume complete symmetry between the two types of lines and shall consider vertices which have the same Lieb invariant or equivalently the same \(\mu\). Hence we have the following distribution of spectral parameters in the vertices, see figure 13



Figure 13

Figure 12.


The partition function can be calculated from a transfer matrix which is the product of two diagonal-to-diagonal transfer matrices \(T_{N}(\theta)\) and \(T_{N}\left(\theta^{\prime}\right)\) of figure 14. Note that the partition function does not depend on the order with which the product of the matrices is carried out. This is an intrinsic symmetry of staggered vertex systems and is in fact a duality symmetry for an equivalent spin
model: Ashkin-teller or Potts model.
It is worthwhile mentioning that the inverse relation for the partition function of a staggered vertex system is quite transparent here, the so-called automorphy factor is just the product of automorphy factors of the separate systems \((\theta, \mu)\) and \(\left(\theta^{\prime}, \mu\right) / 13 /\).

\subsection*{4.2. Integrability condition}

In section 3 we have shown that so long as we can shift vertically a line through a line of vertex defining a matrix \(T_{N}(\theta)\). We would be able to construct Bethe-ansatz states that are eigenvectors of \(T_{N}(\theta)\). The problem is now to determine under which condition(s) would these Bethe-ansatz states be also eigenvectors of \(T_{N}\left(\theta^{\prime}\right)\). Put it differently, when could we shift a horizontal line (either continuous line or dotted line) through the second row of vertices defining \(T_{N}\left(\theta^{\prime}\right)\) ?

In order to be able to go through the first row we should choose the following angular parameters for the horizontal line, see figure 15.


Figure 15: Shift of a line (continuous or dotted) through vertices \((\theta, \mu)\). Now we require that the lines cross the second row of vertices (figure 16 ).


Figure 16: Shift of a line (continuous or dotted) through vertices ( \(\theta^{\prime}, \mu\) ).

The angles in the two triangles of figure 16 must fulfill then the relations
\[
\begin{align*}
& \theta+\theta_{1}=\theta^{\prime}+\theta_{1}^{\prime} \quad(\bmod \pi) \\
& \theta+\theta_{1}^{\prime}=\theta^{\prime}+\theta_{1} \quad(\bmod \pi) \tag{4.2.1}
\end{align*}
\]
\(\theta_{1}\) and \(\theta_{1}^{\prime}\) are parameters of horizontal lines, they are eliminated from equations (4.2.1) and yield a relation between \(\theta\) and \(\theta\), namely:
\[
\begin{equation*}
\theta^{\prime}=\theta \pm \ell \frac{\pi}{2} \quad(\bmod \pi) \tag{4.2.2}
\end{equation*}
\]

The unconvinced reader can use the weights of equations (3.1.1) to see that the triangle equations can only be verified if we have (4.2.1). If we choose \(\ell=0\) we reobtained the non staggered vertex system. But for \(|\ell|=1\) we recover the case found by Baxter \(/ 10 /\). Consequently we are led to choose also for the horizontale line \(\theta_{1}^{\prime}=\theta_{1} \pm \ell \pi / 2(\bmod \pi)\). These results would be best understood for an "isotropic" model where \(\theta^{\prime}=\mu-\theta\). This corresponds to the exchange of weights a and \(b\) when passing from one sublattice labelled by \((\theta, \mu)\) to the other labelled by \(\left(\theta^{\prime}, \mu\right)\). In figure 17 , we have plotted the solubility lines on a diagram ( \(a / c, b / c\) )

Figure 17.


The case \(\ell=0\) is represented by the 1 ine \(a=b\) whereas \(|\ell|=1\) implies the curve
\[
\begin{equation*}
\left(a^{2}-b^{2}\right)^{2}=c^{2}\left(a^{2}+b^{2}\right) \tag{4.2.3}
\end{equation*}
\]

This curve is symmetric with respect to the exchange \(a \leftrightarrow b\) even in \(a\), and \(b\) and of fourth order. The locus of \(\Delta=\) constant are second order curves.
\[
\begin{equation*}
a^{2}+b^{2}-c^{2}=2 \Delta a b \tag{4.2.4}
\end{equation*}
\]
they pass all through two fixed points ( \(a / c=1, b / c=0\) ) and ( \(a / c=0, b / c=1\) ). Degenerate cases are \(|\Delta|=1\) represented by \(a / c=\mp b / c \pm 1\). Finally the free fermion conditions \(\Delta=0\) implies the unit circle.

\subsection*{4.3. Application to the \(q\)-state Potts model}

The mapping of the \(q\)-state Potts model to a staggered six -vertex model has been done by H.N.V. Temperley and E.H. Lieb as well as by R.J. Baxter, S.B. Kelland and F.Y. Wu \(19 /\). Let us first consider an isotropic Potts model on a square lattice with interaction parameter K between Potts-spins. The connection to the 6 -vertex weights \(a, b, c\) is given by the relations
\[
\begin{equation*}
b / a=\frac{e^{k}-1}{\sqrt{q}} \quad \Delta=-\frac{\sqrt{a}}{2} \tag{4.3.5}
\end{equation*}
\]

The first soluble line \(a=b\) corresponds to the self-dual line:
\[
e^{k}=1+\sqrt{9}
\]
whereas the \(|\ell|=1\) line has now the equation
\[
e^{k}=-1+\sqrt{4-9}
\]
found by Baxter / 10 / and physical only for \(q\) < 4. It is the critical curve for the antiferromagnetic Potts model. In figure 17 an antiferromagnetic Potts model ( \(K<0\) ) implies \(b / a<0\), the intersection of the curves of equations (4.2.4) are only real if \(\mathrm{q}<4\) because \(\Delta\) is negative and the intersections are in the area \(\mathrm{b} / \mathrm{a}<0\).

Now the Potts model with \(\mathrm{q}=1,2\) is soluble, in fact these cases are the one-component Potts trivially solved and the Ising model. Looking back at figure 17 , we can say that the lines \(\Delta=1 / 2, \sqrt{1 / 2}\) are also soluble lines for our staggered vertex model.

Finally let us quote the result for the anisotropic Potts model where the identification to the 6 -vertex is made through:
\[
\frac{e^{k}-1}{\sqrt{q}}=\frac{\sin \theta}{\sin (\mu-\theta)} \quad \frac{e^{k^{\prime}}-1}{\sqrt{q}}=\frac{\sin \left(\mu-\theta^{\prime}\right)}{\sin \theta^{\prime}}
\]
with \(\Delta=-\sqrt{q} / 2\) and \(\quad \theta^{\prime}=\theta \pm \ell \pi / 2\). Eliminating \(\theta\) we have a relation between the coupling constant \(K\) and \(K^{\prime}\) :
\(\ell=0\)
\(\left(e^{K}-1\right)\left(e^{K^{\prime}}-1\right)=9\)
(4.3.6b)
\(|\ell|=1\)
\(\left(e^{k}+1\right)\left(e^{k^{\prime}}+1\right)=4-q\)

Both curves may be obtained also by the dual and automorphic properties of the partition function of the Potts model /20/.
4.4. Application to the Ashkin-Teller model

This model has been shown to be equivalent to two sets of Ising spins \(\left\{S_{j}\right\}\) and \(\left\{T_{j}\right\}\) on a site of a square lattice interacting with a statistical weight for neighboring pairs (i,j)
\[
W_{i j}=\exp \left\{K S_{i} S_{j}+K^{\prime} T_{i} T_{j}+K^{\prime \prime} S_{i} S_{j} T_{i} T_{j}\right\}
\]

A partial duality transformation on the \(T_{j}\) spin shows that the model is mapped into a staggered 8-vertex mode1 /21/. However for \(K=K^{\prime \prime}\) a subsequent weakgraph transformation on the staggered 8-vertex model reduces it to a staggered 6-vertex model such that the weights are distributed as follows (see figure 14)/22/:
\[
\omega_{1}=\omega_{2}=a \quad \omega_{3}=\omega_{4}=b \quad c=\sqrt{\omega_{5} \omega_{6}}
\]

Matrix \(T_{N}(\theta)\)
\(\sinh 2 k\)
\(e^{-2 K^{*}}\)
\(\cosh 2 K\)
\(\cosh 2 k\)

Vertices belonging to \(T_{N}(\theta)\) and \(T_{N}\left(\theta^{\prime}\right)\) have the same Lieb invariant:
\[
\Delta=-\frac{\sinh 2 K^{\prime \prime}}{\sinh 2 K}
\]

We plot now the solubility curves in the plane \(\omega^{\prime \prime}=\exp (-4 k), \omega=\exp \left(-2 k-2 k^{\prime \prime}\right)\) see figure 18.


Figure 18: The symmetric Ashkin-Teller diagram.
The non staggering case \(\ell=0\) of equation (4.2.2) is simply the self-dual curve:
\[
\begin{equation*}
a=b \quad \text { or } \quad e^{-2 K^{\prime \prime}}=\sinh 2 k \quad \text { or } 2 \omega+\omega^{\prime \prime}=1 \tag{4.4.7a}
\end{equation*}
\]

The other case with \(|\ell|=1\) is the curve of equation, also invariant under duality:
(4.4.7.b) \(\quad\left(a^{2}-b^{2}\right)^{2}=c^{2}\left(a^{2}+b^{2}\right)\) or \(\left[\left(1-\omega^{\prime \prime}\right)^{2}-4 \omega^{2}\right]^{2}=\left(1+\omega^{\prime \prime}\right)^{2}\left[\left(1-\omega^{\prime \prime}\right)^{2}+4 \omega^{2}\right]\)

Upon comparison with figure 17 , we could now add to these solubility curves the curves of equation deduced indirectly from the Potts model:
\[
\Delta=-1 / 2,-1 / \sqrt{2} \quad \text { with } \quad \Delta=\frac{\omega-\omega / \omega}{1-\omega^{\prime \prime}}
\]

The free fermion condition is always \(\Delta=0\) corresponding to \(K^{\prime \prime}=0\). And there exists two Ising cases for \(K^{\prime \prime} \rightarrow \infty\) or \(K=0\), for which our staggered six-vertex model takes precisely the form obtained by F.Y. Wu to represent the Ising model \(/ 6 /\).

In figure 14, the solubility line of equation (4.7.b) is beyond the duality envelop defined by the equation:
\[
\omega^{\prime \prime}=2 \omega-1
\]

We have also sketched the critical lines in dotted lines which are not known exactly /23/. We do not wish here to elaborate on them.

\subsection*{4.5. Generalisation to p-fold staggering on square lattice}

The previous discussion has led us to consider the integrability conditions for the ice-rule on a square lattice from a purely geometric point of view, which may be applied to the following generalisation. We go back to the square lattice of figure 1. We allow each line (vertical or inclined) to carry a "color" labelled by \(j=1, \ldots, p\). Let \(\theta_{i j}\left(\right.\) resp. \(\alpha_{i j}\) ) be the angle between a vertical (resp. horizontal) line of color \(i\) and an inclined line of color \(j\). We construct our p-fold staggered lattice of six-vertex as follows. We take the first row, which defines the first diagonal-to-diagonal transfer matrix \(T_{N}^{(1)}\) as made up of vertices, intersections of lines bearing the same color so that the angles are \(\theta_{11}, \theta_{22}, \ldots, \theta_{p p}\) and they are ordered horizontally in periodic pattern. The next row defining the diagonal-to-diagonal transfermatrix \(T_{N}^{(2)}\) is associated with the periodic pattern of angles: \(\theta_{12}, \theta_{23}, \ldots, \theta_{p-1, p, 1}\). We construct in this way successively \(p\) transfer matrices, whose product is the transfer matrix of the staggered lattice with p-sublattices. Again we shall assume permutational symmetry among the p-sublattices we end up only with \(p\) independent angles:


A horizontal line carrying a color i will intersect an inclined line of color \(j\) with an angle \(\alpha_{i j}\). The assumption of color permutational symmetry forces the \(\alpha_{i j}\) to be subjected to the same restrictions as for \(\theta_{i j}\), i.e:
\[
\alpha_{11}=\alpha_{22}=\alpha_{33}=\ldots \quad \alpha_{p-1 p-1}=\alpha_{p p} \geq \alpha
\]
\[
\begin{array}{cccc}
\alpha_{12}=\alpha_{23}=\alpha_{34}= & \cdots & \alpha_{p-1 p}=\alpha_{p 1}=\alpha^{\prime} \\
\vdots & \vdots & \vdots \\
\alpha_{1 p}= & \alpha_{21}=\alpha_{32}= & \cdots & \alpha_{p-1 p-2}=\alpha_{p p-1}=\alpha^{(p-1)}
\end{array}
\]

We use now the angular relation in a triangle (equation ( \(3,1,2\) )) to determine the angles between vertical and horizontal lines along the first row of vertices. However, this determination can only be consistent with the angular relation in triangles belonging to the ( \(\mathrm{p}-1\) ) rows below if we have
\[
\begin{gathered}
\theta+\alpha=\theta^{\prime}+\alpha^{\prime}=\theta^{\prime \prime}+\alpha^{\prime \prime}=\cdots=\theta^{(p-1)}+\alpha^{(p-1)} \\
\theta+\alpha^{\prime}=\theta^{\prime}+\alpha^{\prime \prime}=\theta^{\prime \prime}+\alpha^{\prime \prime \prime}=\cdots=\theta^{(p-1)}+\alpha \\
\vdots \\
\theta+\alpha^{(p-2)}=\theta^{\prime}+\alpha^{(p-1)} \theta^{\prime \prime}+\alpha=\ldots=\theta^{(p-1)}+\alpha^{(p-3)} \\
\theta+\alpha^{(p-1)}=\theta^{\prime}+\alpha=\theta^{\prime \prime}+\alpha^{\prime}=\ldots=\theta^{(p-1)}+\alpha^{(p-2)}
\end{gathered}
\]

We eliminate all the horizontal line parameters \(\alpha, \alpha^{\prime}, \ldots, \alpha^{(p-1)}\) to obtain constraints on \(\theta, \theta^{*}, \ldots \theta^{(p-1)}\). They are of the types:
\[
\begin{aligned}
& p \theta=p \theta^{\prime}=\cdots=p \theta^{(p-1)} \quad(\bmod . \pi) \\
& 2 \theta^{(j)}=\theta^{(j+1)}+\theta^{(j-1)} \quad(\bmod . \pi) \\
& \text { for } j=0,1, \ldots, p-1
\end{aligned}
\]

Hence we have the solutions:
\[
\begin{array}{cc}
\theta^{(j)}=\theta \pm \ell^{(j) \pi / p} & (\bmod \cdot \pi) \\
\text { with } 2 \ell^{(j)}=\ell^{(j+1)}+\ell^{(j-1)} & (\bmod \cdot p)
\end{array}
\]

Figure 19 illustrates our conventions for \(p=4\).


Figure 19: 4-fold staggered vertex system

Examples: For \(p=3 \quad \theta^{\prime}=\theta \pm \ell^{\prime} \frac{\pi}{3} \quad\) and \(\quad \theta^{\prime \prime}=\theta \pm \ell^{\prime \prime} \frac{\pi}{3} \quad l^{\prime}+l^{\prime \prime}=0(\bmod 3)\)
\[
\ell^{\prime}=\ell^{\prime \prime}=0 \quad(\bmod 3) \quad \theta=\theta^{\prime}=\theta^{\prime \prime} \quad \text { No staggering }
\]
\[
\ell^{\prime}=-\ell^{\prime \prime}=1,2 \quad(\bmod .3) \quad \text { one can take } \theta^{\prime}=\theta+\frac{\pi}{3} \quad \text { and } \theta^{\prime \prime}=\theta+2 \frac{\pi}{3}
\]

For \(p=4, \theta^{\prime}=\theta \pm \ell^{\prime} \frac{\pi}{4}, \theta^{\prime \prime}=\theta \pm \ell^{\prime \prime} \frac{\pi}{4}\) and \(\theta^{\prime \prime \prime}=\theta \pm \ell^{m \prime} \frac{\pi}{4} \quad(\bmod \pi)\)
the constraints on \(\ell^{\prime}, l^{\prime \prime}\) and \(\ell^{\prime \prime \prime}\) are:
\[
2 \ell^{\prime \prime}=\ell^{\prime}+\ell^{\nu \prime}(\bmod 4), 0=\ell^{\prime}+\ell^{\prime \prime \prime}(\bmod 4), 2 \ell^{\prime \prime \prime}=\ell^{\prime \prime}(\bmod .4), 2 \ell^{\prime}=\ell^{\prime \prime \prime}(\bmod 4)
\]

There are many possible choices, namely,
if \(\ell^{\prime \prime}=0\) then \(\ell^{\prime}=\ell^{\prime \prime \prime}=0\) (non-staggered) or \(\ell^{\prime}=\ell^{\prime \prime \prime}=2\)
if \(l^{\prime \prime}=2\) then \(l^{\prime}=1, l^{\prime \prime \prime}=3 \quad\) or \(\quad l^{\prime}=3, l^{m \prime}=1\)

A non-trivial particular solution for general \(p\) is the choice \(\ell^{(j)}=(j-1)\) for which we have the addition of \(\pi / p\) to each successive \(\theta^{(j)}, j=0, \ldots, p-1\)
\[
\theta^{\prime}=\theta+\pi / p, \theta^{\prime \prime}=\theta+2 \pi / p, \cdots, \theta^{(p-1)}=\theta+(p-1) \pi / p
\]

The free energy per vertex of such a system, in the thermodynamic limit, is equal to:
\[
\begin{equation*}
F_{p}(\theta, \mu)=1 / p[f(\theta, \mu)+f(\theta+\pi / p, \mu)+\ldots+f(\theta+(p-1) \pi / p, \mu)] \tag{4.5.1}
\end{equation*}
\]
where \(f(\theta, \mu)\) is the free energy per vertex of the square lattice six-vertex model with parameter \(\theta\) and \(\mu\), already known \(/ 16 /\).

Equation (4.5.1) has a limit for \(p \rightarrow \infty\) :
\[
\begin{equation*}
\lim _{p \rightarrow \infty} F_{p}(\theta, \mu)=\int_{\theta}^{\theta+\pi} f(x, \mu) d x=F(\theta, \mu) \tag{4.5.2}
\end{equation*}
\]

For example in the disorder state \(|\Delta|<1\) with \(\theta<2 \mu\) after performing the x-integrations we obtain a new expression for \(F(\theta, \mu)\) which seems to exhibit a different singularity structure from that of \(f(\theta, \mu)\) but a detailed study of (4.5.3) is beyond the scope of this paper
\[
\begin{equation*}
F(\theta, \mu)=\text { Const. }+\int_{-\infty}^{\infty} \frac{\sinh (2 \theta+\pi) x \sinh (\pi-\mu) x}{2 x^{2} \cosh \mu x} d x \tag{4.5.3}
\end{equation*}
\]

To close this section we observe that for \(p=2 m\) we have an equivalence with an m-fold layered \(q\)-state Potts model (alternatively symmetric Ashkin-Teller model) for which soluble cases exist. However, as already observed in reference / 10 / case must be taken in expressing the related free energy per site since periodic boundary conditions for vertices do not correspond to periodic boundary conditions for spin-systems.
§5. Conclusions
That field theories are directly connected with statistical mechanics is long ago known due to the work of \(J\). Schwinger and then later systematized by K. Osterwalder and R. Schrader. The class of non-linear field theories which are integrable has considerably grown since the connection between the 8 -vertex model solved by R.J. Baxter and a lattice version of the massive Thirring model has been established by A. Luther and M. Luischer /24/. Recently we have also shown that staggered vertex systems have given rise to non-linear field theory models involving internal degrees of freedom which are precisely implemented by the sublattices of a staggered lattice /25/.

In the context of an integrable theory we could escape the ardous task of solving non-linear equations of motion and instead deal with the linear problem obtained by the inverse transform. Here we have shown that, indirectly, the associated linear problem is simply a uniformisation of the vertex system which leads further to a geometrisation of the solution, as already proposed by Baxter in 1978. The amusing thing is at least up to now only euclidean geometry is needed

It is quite often believed that non-integrable systems become integrable at criticality \(/ 26 /\). This is true for example for the Potts model in both ferro and antiferromagnetic regimes. But conversely solubility needs not imply always a critical point as been shown recently /27/. Moreover, there is no criterion which could insure that a critical line is also a solubility line, this is the case of the presumed Ising-like critical lines in the symmetric Ashkin-Teller model.

To complete this study we have gathered in the appendix a review of the Bariev's model as well as some academic examples of the technique which include a generalization to multicomponent ice-rule /28/ on a staggered lattice, as well as ice-rule associated to "Solid-on-Solid" (S.O.S.) model /29/ now on a staggered lattices. Finally we make some comments related to models parametrized by elliptic functions.
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\section*{APPENDIX .}

A complete survey of all soluble models on staggered lattices would be difficult to set up. In the text we have concentrated on models of vertex admitting always the same Lieb's invariant. It was R. \(Z\). Bariev who first found that there exits a case for which \(\Delta\) may be chosen unequal on different sublattices. We will review this case which is quite original and go on to other types of vertices.
1. The Bariev Model /11/. Here we show that the previous "geometrical" construetimon of Bethe-ansatz wave function still applies. We shall use the notations of §4.1 whereby the weights associated to figure 13 are now given by the table:
\[
\omega_{1}=\omega_{2}=a \quad \omega_{3}=\omega_{4}=b \quad \omega_{5}=\omega_{6}=c
\]
\(\Delta\)

\(\cos \theta\) \(\sin \theta\)

1
0
\(e^{r}\)
\(e^{r}\)
0
\(\cosh 2 r\)

Again there is complete symmetry between continuous and dotted lines. Due to this choice of weights a down-arrow on a continuous line will never jump to a dotted line and vice-versa, thus once created on one sublattice it will stay there. Horizontal lines associated to them are defined by the auxiliary weights:
\[
\omega_{1}=\omega_{2}=a \quad \omega_{3}=\omega_{4}=b \quad \omega_{5}=\omega_{6}=c \quad \Delta
\]

\(e^{-r}\)
\(e^{\gamma}\)
0
\(\cosh 2 r\)

\(e^{r}\)
\(e^{-\gamma}\)
0 \(\cosh 2 r\)

The other auxiliary weights for vertices involving lines of the same type are deduced from the usual triangle identities. Then it is possible to shift them through \(T_{\text {Bariev }}\)


A similar diagram holds for a dotted horizontal line.
Horizontal lines of the same type (continuous or dotted) commute among themselves obviously as in section 3. Their resulting Bethe-ansatz wave function is simply a Slater determinant since we have a free fermion condition \(\Delta=0\). But horizontal lines of different type "create" distinguishable down arrows and therefore do not commute. To construct a Bethe-ansatz wave function for them which is an eigenstate of the diagonal-to-diagonal transfer matrix it is necessary to be able to shift a pair of horizontal lines of different type through the second row of vertices defining \(T_{N}^{\prime}\). To do this we have to introduce coexistence amplitudes:

All \(\left(\theta_{1} \theta_{2}\right)\) : amplitude for presence of down-arrow on dotted line with parameter \(\theta_{2}\) and down-arrow on continuous line with parameter \(\theta_{1}\).
so that we have the diagram:

\(A \|\left(\theta_{1}, \theta_{2}\right)\)

\(\mathcal{A}^{\prime \prime}\left(\theta_{2}, \theta_{1}\right)+\left(\theta_{1}-\theta_{2}\right)\)

There is another diagram obtained by permuting dotted and continuous lines. The linear relations between all the amplitudes \(\mathcal{A} \|\left(\theta_{1} \theta_{2}\right)\) etc.... define a 2-body S-matrix which turns out to be a factorizable elastic one /15/ having again a six-vertex model type of parametrization. Applying conventional techniques, this model is fully solved.
2. Multicomponent-generalisation of the ice-rule, fulfilling the triangle relations have been proposed and solved by many authors /28/. We consider now the possibility to have such vertex configurations on staggered lattice, and ask the question whether the method advocated in the text still applied. To simplify the discussion we restrict ourselves to 3 -component systems. There exist basically two types of parametrization as shown below: Hence the special parameter \(\theta\) is defined modulo \(3 \pi\) or \(\pi\). Here only horizontal lines creating the same type of particle, are commutative. To push through a set of lines of different types one needs amplitudes in analogy with the Bariev model. The net effect is that a "nested" Bethe ansatz wave function will then be eigenstate of the corresponding diagonal-to-diagonal transfer matrix. If one deals with a staggered vertex system then this "nested" Bethe ansatz would be eigenstate of two successive transfer matrices of parameters \((\theta, \lambda)\) and \((\theta, \lambda)\) provided that :
\(2 \theta^{\prime}=2 \theta+3 \pi(\bmod 3 \pi)\)
\(2 \theta^{\prime}=2 \theta+\pi \quad(\bmod . \pi)\)
\[
a=\sinh (\lambda-\theta) \quad b=\sinh \theta \quad c=\sinh \lambda
\]

\(a \quad b\)
\(a \quad b \quad b\)
\(e^{-y \theta_{c}}\)
\(e^{\frac{1}{3} \theta_{c}}\)
\(e^{\theta} c \quad e^{\theta} c\)

\(a \quad b\)
ab
b
\(e^{-y_{0} \theta} c\)
\(e^{1 / 3} \theta_{c}\)
\(e^{\theta} c\)

a \(\quad b\)
\(a \quad b\)

b
\(e^{-1 / 3}{ }^{0} c\)
\(e^{1 / 3 \theta} c\)
b
\(e^{-\theta_{c}}\)
3. Solid-on-solid vertex systems: There is a well-known connection between the ice-rule and the variations of atom-heights on the lattice when the variations are restricted to be \(\pm 1\) when passing from one site to the neighboring site. Let \(\ell\) be the height at some site then the 6 possible arrangements of heights round a dual site are:

such that \(a_{\ell}=a_{\ell}^{\prime}=\sin (\mu+\theta) \cdot \sin \mu \ell, b_{\ell}=b_{\ell}^{\prime}=\sin \theta \sqrt{\sin \mu(\ell-1) \sin \mu(\ell+1)}\) and \(c_{\ell}=\sin \mu \cdot \sin (\mu \ell-\theta), c_{\dot{l}}=\sin \mu \cdot \sin (\mu \ell+\theta)\). Again \(\theta\) is defined modulo \(\pi\).
As shown in reference 17, a horizontal line can be served to define a down-arrow and the subsequent Bethe-ansatz for a many particle system. Hence on a staggered lattice we expect the relation (4.2.2) to hold again as solubility condition.

The generalisation to an elliptic parametrisation exists /29/but then \(\theta\) is only defined modulo \(2 \mathrm{~K}(\mathrm{k})\) where the \(\mathrm{K}(\mathrm{K})\) is the elliptic integral of the modulus \(k\). There we cannot take into account the imaginary part of the period pallalelogram, everything else remains the same. To close this appendix note that a staggered eight-vertex model cannot be quite transformed into a staggered "elliptic" version of the SOS model, in this sense it is not clear how a staggered eight-vertex does have non trivial solutions.
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\section*{I. PRESENTATION}

It is our purpose to elaborate on certain concepts introduced in the study of flat random lattices [1][2] and apply them in the construction of models for random manifolds. Here we choose to discuss random (two dimensional) triangulated surfaces. We will use some of the methods and notations developped in reference [2].

In these days, when sophisticated differential geometry becomes amiliar tool in theoretical physics, it is nevertheless instructive to increase one's insight by appealing to discrete (and old fashioned) geometry. This is of interest, if only because it affords means to attack numerically non linear problems, classical and quantum mechanical. A reference work is Regge's [3] discretization of Euclidean relativistic gravity. An other landmark is Wilson's [4] lattice gauge theory, which enables one to extract numerical information, however incomplete, from chromodynamics. The existence of modern computer facilities is a strong incentive to pursue along these lines.

To return to our specific subject, it has been advocated by a number of authors, including Wallace [5], Polyakov [6], Parisi [7], Fröhlich \({ }^{[8]}\) and others, that a theory of random surfaces might play a role in a diversity of situations, ranging from interfacial effects in condensed matter physics to string models and gauge theories in particle physics.

The notion of a surface is itself not such a straight-forward matter as it looks at first. One may wish to consider it as an abstract object endowed with internal properties like connectedness and its topological generalization (Betti numbers), metric, curvatune of various other bundle structure that it can support. Or one may think of its imbeddings in larger manifolds, in particuler Euclidean spaces. In this case new concepts emerge, like topological invariants attached to its complementary, or its relation to three-dimensional manifolds it can bound. An important circumstance is when one deals with an interface in \(\mathbf{R}^{3}\) between distinct material phases.

An other new aspect is the non trivial structure of boundary problems. There is a clear distinction between curves bounded by structureless sets of points and surfaces bounded by curves. Typical of such questions is the Plateau problem of minimal surfaces, or the study of Wilson loops in gauge theories.


A third aspect has to do with parametrization and correlatively the dynamical generation of surfaces. A curve may be viewed as the evolution of a point, while a surface is generated by a string with infinitely many degrees of freedom. String theories are notoriously difficult and have given rise to a large body of literature [9]. On the other hand, when viewed as an intrinsic object, one may want to think of thesurface without prejudice about any coordinate choice, i.e. insist on reparametrization invariance, or general covariance of its "physical" properties.

It is perhaps a combination of all these aspects, which has prevented up to now to develop a simple reference model with easily computable properties (at least some of them). Of course a number of very ingenious attempts have been made, but a clear picture of their inter-relationships is still missing. The work of Polyakov [6] will be an inspiration for our presentation, together with some analytical and numerical results of Billoire, Gross, and Marinari [10][11].

We shall first present a down to earth model for random curves and recall on this example a poor man's definition of Hausdorff (or scaling) dimension. We shall then generalize the formulation to triangulated (piece-wise linear) surfaces and focus on the Euler characteristic and its relation to curvature. The latter can be described as a "frustration" preventing to identify locally the surface as a piece of Euclidean (metric) space. The generalization of this point of view to higher dimensional triangulated manifolds and the definition of the Euler class in terms of metric properties is not a trivial problem, as discussed by Cheeger, Müller and Schrader \({ }^{[12]}\). We shall briefly digress on this point.

We then turn to the discussion of (massless) free fields on an arbitrary "curved", triangulated, surface. Eventhough we seem at first to lack the analog of the Voronoir construction described in the flat case in [1],[2], we shall nevertheless overcome this difficulty using an embedding property as a guide. As a result we will obtain the geometrical elements of a "virtual" dual lattice, which lead naturally to the definition of differential and co-differential. This construction generalizes to higher dimensional manifolds.

The need to complete the definition of the corresponding path integrals by giving an a priori measure (the entropy problem) leads one naturally to study the two-dimensional conformal anomaly. We include a short "pedagogical" review of this question following Polyakov [6] and Fujikawa [13].

We are then in a position to complete the discretization of a Liouville type model for random surfaces. The model has some analogy with a two dimensional (neutral) Coulomb gas with unquantized charges. At the present stage we are unfortunately unable to present a convincing analytical discussion of this model even in the mean field case (large embedding dimension). Numerical simulations, which are not out of reach, might help to figure out whether its content is richer than the one studied in reference [10].

Eventhough our original contributions are somehow meager, we hope that this presentation might be useful to some readers and help stimulate further work on this subject.

\section*{II. RANDOM CURVES}

An abstract model for a closed curve is a circle. An actual realization can be viewed as a mapping from the circle in the Euclidean space \(\mathrm{R}^{\mathrm{d}}\). The parameter space, the circle, enables one to assign to each point of the curve a "time" or angle, and distinguishes possible multiple points on the image. We may be interested in properties specific to the image and independent of the particular mapping chosen, assumed at least to be continuous. Indeed a complete mathematical description requires the specification of the allowed mappings. A physicist's point of view might be more concrete, with the curve being thought as an idealization for a material object, be it for instance a (closed) long molecule, a defect line in an otherwise ordered medium, a particle trajectory in a dense material... In such instances, the infinitesimal (or short distance) structure might be of little relevance to the large scale properties under investigation. One should then be allowed, in certain circumstances to replace the continuous aspect by a discrete one (with a very fine mesh) without altering in a noticeable way the overall picture. This we do, for instance, by replacing the continuous parameter space (the circle) by a sequence of densely packed point labelled from 0 to \(\mathrm{N}^{-1}\) (with N identified with 0 ), N very large, to which we assign N points in \(R^{d}: \underset{\sim}{x},{\underset{\sim}{l}}_{1}^{x}, \ldots,{\underset{\sim}{N}}^{x}-1\) and we think of the curve as a linear interpollation between \(\underset{\sim}{x}{ }_{i}\) and \(\underset{\sim}{x+1}{ }^{\text {. }}\)

To define a statistical model on these "curves" requires two ingredients which are really not independent. The first is to give a (relative) statistical weight to each curve \(\mathrm{e}^{-\mathrm{S}}\) where S is a dimensionless action, or an energy devided by kT. The second, is to figure out a mean to distinguish and count the curves (this is the entropy). As the curves are imbedded in \(\mathbf{R}^{\mathbf{d}}\) which has a metric structure, these prescriptions are of course required to respect Euclidean invariance. The arbitrariness is further reduced by a locality requirement(short range interactions). The most stringent form assumes \(S\) to be a sum of contributions, each from a successive pair of neighboring points
\[
\begin{equation*}
S=\sum_{i=0}^{N-1} L\left(\ell_{i, i+1}\right) \quad \ell_{i, i+1}=\left|x_{i}-x_{i+1}\right| \tag{1}
\end{equation*}
\]

The a priori measure can be taken as the product measure over all but one \(x_{i}\). We indicate this by \(\pi^{\prime} d^{d}{\underset{\sim}{x}}\), so the overall measure reads
\[
\begin{equation*}
d \mu=\pi^{\prime} d^{d} x_{i} e^{S} \tag{2}
\end{equation*}
\]
 product except for the term \(L\left(\ell_{N-1,0}\right)\). We then add \(y_{N}\) in such a way that \(\sum_{i=1}^{N} y_{p}=0\).

Standard choices for \(L(\ell)\) are \(\alpha \frac{\ell}{a}\) or \(\alpha \frac{\ell^{2}}{a^{2}}\) where a is an arbitrary unit of length. The first choice is attractive since \(S\) acquires the geometrical meaning of being the total length of the curve up to a factor. In any case we assume all moments of the measure \(d^{d} \underset{\sim}{y} e^{-L(\mid y \sim)}\) to be finite. Random curves such that this would not be fulfilled would fall in a very different class.

A universal property of such models is then the following. Choose the arbitrary position of the center of the center of mass to be the origin
\[
\begin{equation*}
\frac{1}{N} \sum_{0}^{N-1}{\underset{\sim}{x}}^{x}=0 \tag{3}
\end{equation*}
\]

Relative to this origin, the mean square radius \(R_{N}^{2}\) is
\[
\begin{align*}
R_{N}^{2} & =\left\langle\frac{1}{N} \sum_{0}^{N-1} \underset{\sim}{x}{ }_{i}^{2}\right\rangle=\left\langle\underset{\sim}{x}{ }_{0}^{2}\right\rangle  \tag{4}\\
& =\left\langle\left(\frac{1}{N} \sum_{1}^{N} \underset{\sim}{p} \underset{\sim}{y}\right)^{2}\right\rangle
\end{align*}
\]

For convenience set
\[
\left\langle\underset{\sim}{\mathrm{i}}{ }_{\mathrm{i}}^{2}\right\rangle=\mathrm{a}_{\mathrm{N}}^{2}
\]

Then it follows from \(\sum_{1}^{N} y_{p}=0\), that \(\left\langle{\underset{\sim}{y}}^{N} \cdot{\underset{\sim}{j}}_{j}^{y}\right\rangle=-\frac{a_{N}^{2}}{N-1}(i \neq j)\), and therefore
\[
\begin{equation*}
\mathrm{R}_{\mathrm{N}}^{2}=\frac{\mathrm{a}_{\mathrm{N}}^{2}}{12}(\mathrm{~N}+1) \tag{6}
\end{equation*}
\]

To keep the average extent finite in the limit \(N \rightarrow \infty\), requires therefore to adjust the bare parameters (in the Lagrangian) in such a way that \(a_{N} \sim \frac{1}{\sqrt{N}}\). This is typical of a Brownian curve, and make it look more like a two dimensional manifold than an ordinary regular curve. For think of a fixed manifold of dimension \(\delta\), imbedded in a space of dimension \(d\), and of finite extent. Approximate the manifold by a set of \(N\) points in some regular fashion. The distances between neighbors will obviously scale as \(\mathrm{a}_{\mathrm{N}} \sim \frac{1}{\mathrm{~N}^{1 / \delta}}\). This motivates a more rigorous definition of the Hausdorff dimension (not given here) which leads to \(\delta_{H}=2\) for a Brownian curve. What lies at the heart of the matter here,is that, apart from the overall constraint of being closed, the curve was constructed from independent increments. Their mean square add, leading to the above conclusion. Details of the short range structure are immaterial, as is the dimension of the imbedding space. All these are lumped together in \(a_{N}^{2}\).
We cannot expect such simple properties when discussing higher dimensional manifolds.
As far as surfaces are concerned, extreme suggestions have been made with the Hausdorff dimension being 4 or infinity, pointing to the fact that either one were not using the same concept, or one were discussing utterly different models.

Some of the preceding ideas do however generalize to higher dimensions. To be specific, we discuss here two dimensional (compact orientable) manifolds of fixed topology. First one picks a compact abstract model (or parameter space) which fixes the topology. We choose it to be orientable. It is characterized by its genus, or number of handles, \(g\), related to the Euler characteristics \(\chi\) through \(\chi=2-2 g\). Then we discretize and triangulate it, for instance introducing a metric and using a Voronoi construction. This triangulation introduces the notion of nearest neighbor pairs (or links) and elementary 2 -simplices or triangles. If \(N_{0} \equiv N\) is the umber of sites, \(N_{1}\) of links, \(N_{2}\) of simplices, then \(N_{0}-N_{1}+N_{2}=X\). Note that (specific to a triangulation) \(2 N_{1}=3 N_{2}\) since each link belongs to two triangles and each triangle has three sides, thus
\[
\begin{align*}
& N_{0}=N \\
& N_{1}=3(N-X)  \tag{1}\\
& N_{2}=2(N-X)
\end{align*}
\]

A somehow troublesome question is the one of inequivalent triangulations, even for given \(N_{0}=N\), that is as abstract (unlabelled) graphs. We shall assume that one is selected for a growing sequence of \(N\) 's. There is also the possibility to sum for each \(N\) over all possible inequivalent choices adding further entropy to the sys[8][16]

We then map the \(N\) points in \(R^{d}\) and interpolate linearly between the images of neighbors. This reproduces in \(R^{d}\) a set of points, links (linear segments), planar faces (triangles), which may of course have numerous self intersections which we do not take into account. For these sets we want to introduce a measure with the same requirements as in the previous section.

The metric on \(\mathbf{R}^{\text {d }}\) induces on the image surface, lengths and areas for the links and triangles as well as angles. The triangles are Euclidean, so that their internal angles add to \(\pi\). For each triangle we can therefore split unity into \(1=\frac{1}{\pi}\left(\theta_{1}+\theta_{2}+\theta_{3}\right)\) with each \(\theta\) between 0 and \(\pi\). Summing over triangles gives \(N_{2}\). But we can rearrange the sum by collecting all \(\theta^{\prime}\) 's pertaining to a vertex, then summing over vertices. Call \(\theta_{i}\) the sum at each vertex. Then \(N_{2}=\sum_{i} \frac{\theta_{i}}{\pi}\). From (1) this is \(2 N-2 \chi=-2 \chi+2 \sum_{i}\). Identification leads to
\[
\begin{equation*}
x=\sum_{i}\left(1-\frac{\theta}{2 \pi}\right) \tag{2}
\end{equation*}
\]
a classical formula in terms of deficit angles \(2 \pi-\theta_{i}\). This is the discrete form of the Gauss-Bonnet formula. When the deficit angle vanishes at a vertex the corresponding triangles fit in flat space. So we have the identification : deficit angle \(\Leftrightarrow\) curvature \(\Rightarrow\) frustration from planar situation. The identifiation with curvature can be easily understood on the example of a smooth surface like a sphere. Let its radius be \(r\) and therefore its curvature \(\frac{1}{r^{2}} \equiv R\). For a spherical triangle with inner angles
\(\alpha_{1}, \alpha_{2}, \alpha_{3}\) we have the well known relation that the area \(A\) is given by \(R A=\left(\alpha_{1}+\alpha_{2}+\alpha_{3}-\pi\right)\). The total amount that a tangent vector has rotated in one circumavigation (rounding vertices) is \(\theta=\sum_{1}^{3}\left(\pi-\alpha_{i}\right)=2 \pi-\) RA so that there is a total angular deficit of matter \(2 \pi-\theta=\) RA. The limiting value of the right hand side as the spherical area shrinks to zero and \(R\) scales as \(\frac{1}{A}\) is the above angular defect. On the triangulated piecewise linear surface, curvature is entirely concentrated at the vertices. Incidentally with our normalization the continuum version of the Gauss Bonnet formula reads \(X=\frac{1}{2 \pi} \int d A R\), i.e. 2 for a sphere. For surfaces, curvature is a scalar concept and of course (2) relates geometry and topology. One observes a disymmetry between positive and negative "deficit", since, at it is defined, " \(\theta_{i}\) is positive so \(1-\frac{i}{2 \pi}\) runs from 1 to \(-\infty\) (more precisely between 1 and \(-\left(q_{i} / 2-1\right)\) if \(q_{i}\) triangles meet at the point i). Angular-wise we cennot have more than a \(2 \pi\) deficit but of course we can have as much as we want of extra matter.

In higher dimensions, for piece-wise linear triangulated compact manifolds (dimension D) expression (2) generalizes in two ways. The notion of deficit angle extend easily and represents the frustration in being able to pastetogether in \(\mathbf{R}^{D}\) all D-simplices incident on a D-2 simplex of "volume" a. But now the "direction" of the ( \(D-2\) ) simplex matters. So curvature is no more a scalar but a tensor. Regge [3] has shown that if we label \(\{\alpha\}\) the D-2 simplices, the Euclidean action for Einstein's gravity in discretized form is proportional to
\[
\begin{equation*}
S_{E}=\sum_{\alpha} a_{\alpha}\left(1-\frac{\theta^{\alpha}}{2 \pi}\right) \tag{3}
\end{equation*}
\]
a rather remarkable formula. We shall not elaborate further on this point, refering to some recent work dealing with its derivation \([14]\) and possible modification [15]. An other generalization is to ask for an expression of the Euler characteristics \(X\) in terms of curvature, when \(D\) is larger than 2 (and even, otherwise it vanishes) which would generalize (2). To get as simple and explicit a formula in terms of deficit angles is not easy, as discussed by Cheeger, Müller and Schrader [12]. A partial and unsatisfactory answer is as follows. We want to dissect the number of \(p\) dimensional simplices occuring in \(X=\sum_{p=0}^{D}(-1)^{p} N_{p}\) in contributions from its vertices. This is obtained by noticing that the exterior normal of a \(p\) simplex sweeps the entire \(S_{p-1}\) sphere if we round off corners, in such a way that we can assign to each vertex \(\mathrm{i}^{\mathrm{p}-1}\) the corresponding fraction \(\varphi_{\mathrm{i}}^{(\mathrm{p})}\) (normalized angle) of \(\mathrm{S}_{\mathrm{p}-1}\). The sphere \(\mathrm{S}_{0}\) has two points, so for a link we assign \(\frac{1}{2}\) to each end point, and for a point itself \(\varphi=1\). In the sum for \(X\) we collect for each vertex \(i\) and each \(p\) the contributions from

\[
\begin{equation*}
X=\sum_{i}\left(\sum_{p=0}^{D}(-1)^{p} \varphi_{i}^{(p)}\right) \tag{4}
\end{equation*}
\]

While (4) reproduces (2) in the case \(D=2\), as it is easy to see, it has serious drawback otherwise. First one fails to see that \(X\) vanishes if \(D\) is odd. Also ,if regions
of the manifold are flat, their contribution is not seen to vanish, as one could expect. Some improvements can however be made which don't seem to have the elegance of the corresponding continuum formula, nor of (2). Of course the Euler characteristics is not the only topdlogical invariant of higher dimensional manifolds.

\section*{IV. FREE FIELDS}

Given a triangulated surface embedded in flat space \(\mathbf{R}^{\text {d }}\), lengths, areas and argles being defined, we have a metric on the abstract structure. We want to write the action for free fields, and the corresponding classical equations and quantum mechanical path integrals. We have in mind generalizing the expressions given in [1] and [2]. We start with a massless scalar field defined on vertices and look for a natural quadratic form which approximates the "kinetic" term on a continuous surface, i.e.
\[
\begin{equation*}
S_{\text {cont. }}=\frac{1}{2} \int d^{2} \alpha \sqrt{g} g^{a b} \partial_{a}^{\varphi} \partial_{b} \varphi \tag{1}
\end{equation*}
\]

Here \(\alpha\) stands for the parameters, \(g^{a b}\) is the inverse of the metric giving the length square \(d s^{2}=g_{a b} d \alpha^{a} d \alpha^{b}\), and \(g=\operatorname{det} g_{a b}>0\). To implement our program, take on each (flat) triangle with vertices \({\underset{\sim}{x}}^{\prime},{\underset{\sim}{2}}_{2},{\underset{\sim}{x}}_{3}\) in \(\mathbb{R}^{d}\) barycentric coordinates
\[
\begin{equation*}
\underset{\sim}{x}(\alpha)=\alpha^{1}{\underset{\sim}{x}}_{1}+\alpha^{2}{\underset{\sim}{x}}_{2}+\alpha^{3}{\underset{\sim}{x}}_{3} \quad \alpha_{i} \geq 0 \quad \sum \alpha_{i}=1 \tag{2}
\end{equation*}
\]
and extend the field linearly through
\[
\begin{equation*}
\varphi(\underset{\sim}{x}(\alpha))=\alpha^{1} \varphi_{1}+\alpha^{2} \varphi_{2}+\alpha^{3} \varphi_{3} \tag{3}
\end{equation*}
\]
given its values at the three vertices. This is the natural harmonic extension inside the triangle. We then apply (1),with the metric inherited on each triangle. It follows that
\[
\begin{equation*}
S_{\text {discrete }}=\sum_{(i j k)} \frac{1}{8} \frac{\left[\varphi_{i}\left(\underset{\sim j}{ }-{\underset{\sim}{x}}^{x}\right)+\varphi_{j}\left(\underset{\sim k}{\left.\left(x_{i}-x_{i}\right)+\varphi_{k}\left(x_{\sim}-x_{j}\right)\right]^{2}}\right.\right.}{\ell_{i j k}} \tag{4}
\end{equation*}
\]

Here the sum is over the triangles and \(\ell_{i j k}\) is the area of the corresponding triangle i.e. in terms of length edges (which satisfy the triangle inequalities)
\[
\begin{equation*}
\ell_{i j k}^{2}=\frac{1}{16}\left(l_{i j}+\ell_{j k}+\ell_{k i}\right)\left(\ell_{i j}+\ell_{j k}-\ell_{k i}\right)\left(\ell_{i j}-\ell_{j k}+\ell_{k i}\right)\left(-\ell_{i j}+\ell_{j k}+\ell_{k i}\right) \tag{5}
\end{equation*}
\]

Translation of the surface as a whole (or rotation), or shift of \(\varphi_{i}\) by a constant, does not affect (4) as it should. It is also possible to give to (4) a form analogous to the one for a flat random lattice, in spite of the fact that a dual lattice is missing. Very much as one can define \(\ell_{i} \equiv 1, \ell_{i j}, l_{i j k}\) for the direct lattice, we are going to introduce corresponding quantities \(\sigma_{i j k}=1, \sigma_{i j}, \sigma_{i}\) related to a virtual dual lattice in a natural way starting from (4). Pick one of the triangles, call it (123) with interior angles \(\theta_{1}, \theta_{2}, \theta_{3}\) between 0 and \(\pi\). Then it is an easy exercise
in elementary geometry to show that the corresponding contribution to (4) can be written
\[
S_{123}=\frac{1}{4}\left[\operatorname{cotg} \theta_{1}\left(\varphi_{2}-\varphi_{3}\right)^{2}+\operatorname{cotg} \theta_{2}\left(\varphi_{3}-\varphi_{1}\right)^{2}+\operatorname{cotg} \theta_{3}\left(\varphi_{1}-\varphi_{2}\right)^{2}\right]
\]
as a sum of squares with algebraic dimensionless coefficients. Nevertheless the wole expression is of course positive. It is easily seen that if \(R\) denotes the radius of the circumscribed circle to the triangle then
\[
\frac{1}{4} \operatorname{cotg} \theta_{i}=\frac{R \cos \theta_{i}}{2 \ell_{23}}
\]

The quantity \(R \cos \theta_{i}\) is the (algebraic) distance from the center 0 of the circumscribed triangle to the edge ( jk ) and it is of the sign of \(\frac{\pi}{2}-\theta_{i}\), i.e. positive or negative according to wether \(i\) and 0 are on the same side or not of the chord \(j k\). Two and only two triangles say (123) and ( \({ }^{\prime} 23\) ) share a given link (23). Define then \(\sigma_{23}\) as the length (algebraic) of the virtual link dual to (23) as
\[
\begin{equation*}
\sigma_{23}=\sigma_{23}^{+}+\sigma_{23}^{-}=R \cos \theta_{1}+R^{\prime} \cos \theta_{1}^{\prime} \tag{6}
\end{equation*}
\]


Figure 1
It is easy to show that from the lengths \(\ell_{i j}\) alone one can construct the coefficients \(\frac{\sigma_{i j}}{\ell_{i j}}\). Each one is a sum of two terms pertaining to adjacent triangles. one of them, say \(\mathrm{a}_{\mathrm{ij}}\), is given as follows
\[
a=\frac{\sigma^{+}}{\ell}=\frac{\cos \theta}{2 \sin \theta}=\frac{1}{2} \frac{\ell_{1}^{2}+\ell_{2}^{2}-\ell^{2}}{\sqrt{ }\left[\left(\ell_{1}+\ell_{2}\right)^{2}-\ell^{2}\right]\left[\ell^{2}-\left(\ell_{1}-\ell_{2}\right)^{2}\right]}
\]
provided of course that triangular inequalities are satisfied. To get \(\frac{\sigma_{i j}}{\ell}\) just add two such values for adjacent triangles.

The definition (6) agrees with the one given in the random flat case corresponding to a Voronoï constructior, where thanks to its definition, the quantity \(\sigma_{23}\) was positive in this case, and equal to the length of the edge common to two adjacent Voronoi cells. The fact that \(\sigma_{23}\) was then positive arose from the circumstance that
a circle circumscribed to a triangle contained no other point of the triangulation. But in the general case considered here, the quantities \(\sigma_{i j}=\sigma_{j i}\) can unfortunately be negative. With this definition we can rewrite the positive action (4), by collecting the contribution of edges, as
\[
\begin{equation*}
S_{\text {discrete }}=\frac{1}{2} \sum_{(i j)} \frac{\sigma_{i j}}{l_{i j}}\left(\varphi_{i}-\varphi_{j}\right)^{2} \tag{7}
\end{equation*}
\]

The positivity of \(S\) (actually non negativity) entails certain inequalities, like
\[
\begin{equation*}
\sum_{j(i)} \frac{\sigma_{i j}}{\sigma_{i j}} \geq 0 \tag{8}
\end{equation*}
\]

Anyhow, we have now \(\sigma_{i j}\) defined for each virtual dual link and of eourse \(\sigma_{i j k}=1\). It remains to define \(\sigma_{i}^{\prime}\) 's as areas of virtual dual cells, with the constraint
that \(\sum_{i} \sigma_{i}=\sum_{(i j k)} \ell_{i j k}=\) total area. A natural definition is
\[
\begin{equation*}
\sigma_{i}=\frac{1}{4} \sum_{j(i)} \sigma_{i j} \ell_{i j} \tag{9}
\end{equation*}
\]
and one verifies of course that the above requirements are satisfied. Again (9) reduces to \(t^{\prime} e f l a t\) space definition of the area of a cell in a voronoi construction But here \(\sigma_{i}\) is in generalalgebraic. At least inequality (8) goes in the right direction to show that if the \(\ell_{i j}\) 's are not too different, \(\sigma_{i}\) is likely to be positive. For the time being we shall assume that no \(\sigma\) is zero. A small deformation of the surface would likely restore this condition.

We can repeat the construction of the operators \(d\) and \(d^{*}\) defined in [2] and analogous to gradient (and curl) and divergence on the surface. First apart from scalar fields \(\varphi_{i}\), we introduce vector fields \(\varphi_{i j}={ }^{-} \varphi_{i j}\) associated to links, and antisym-
 Then we set
\[
\begin{align*}
& \varphi_{i} \rightarrow(d \varphi)_{i j}=\frac{\varphi_{i}^{-(\rho}}{\ell_{i j}} \\
& \varphi_{i j} \rightarrow(d \varphi)_{i j k}=\frac{l_{i j} \varphi_{i j}+l_{j k}^{(\rho} j k+\ell_{k i} \varphi_{k i}}{l_{i j k}} \\
& \varphi_{i j k} \rightarrow 0 \\
& \varphi_{i} \rightarrow 0  \tag{10}\\
& \varphi_{i j} \rightarrow\left(d^{*} \varphi\right)_{i}=\frac{1}{\sigma_{i}} \sum_{j(i)} \sigma_{i j} \varphi_{i j} \\
& \varphi_{i j k} \rightarrow\left(d^{*} \varphi\right)_{i j}=\frac{l}{\sigma_{i j}} \sum_{k(i j)} \varphi_{i j k}
\end{align*}
\]

These operations lead to a natural definition of Laplacians. Thus for instance for scalars
\[
\begin{equation*}
(-\Delta \varphi)_{i}=\left(d^{*} d \varphi\right)_{i}=\frac{1}{\sigma_{i}} \sum_{j(i)} \frac{\sigma_{i j}}{l_{i j}}\left(\varphi_{i}-\varphi_{j}\right) \tag{11}
\end{equation*}
\]
which enables one to "integrate by parts" in (7) with the result
\[
\begin{equation*}
\mathrm{S}_{\text {discrete }}=\frac{1}{2} \sum_{i} \sigma_{i} \varphi_{i}{(-\Delta \varphi)_{i}} \tag{12}
\end{equation*}
\]

Of course \(\Delta\) has dimension (length) \({ }^{-2}\) while \(S\) is dimensionless, so is \(\varphi\) as it should in two dimensions. Equation (4) indicates that on a compact surface \(\mathrm{S}_{\mathrm{disc}}>0\) as soon as two adjacent \(\varphi_{i}^{\prime}\) s are unequal ; it follows that the only harmonic functions are constants, and \(-\Delta\) is a non negative operator with respect to the (possible indefinite) square norm \(\sum_{i} \sigma_{i} \varphi_{i}^{2}\).
It is interesting to note that for pseudoscalar fields assigned to (oriented) triangles one can write a formula analogous to (7) namely
\[
\begin{equation*}
\frac{1}{2} \sum_{(i j k)} 1_{i j k} \varphi_{i j k}\left(d d^{*} \varphi_{i j k}=\frac{1}{2} \sum_{(i j)} \frac{\ell_{i j}}{\sigma_{i j}}\left(\varphi_{i j k}-\varphi_{j i k}\right)^{2}\right. \tag{13}
\end{equation*}
\]
where (ijk) and (jik') are the two triangles adjacent to the link ij with compatible orientations. Typically \(\ell^{\prime} s\) and \(\sigma^{\prime} s\) appear interchanged as compared to (7). Assuming all \(\sigma^{\prime}\) s positive, then again an harmonic pseudo scalar is a "constant" namely a constant multiple of the orientation \(\eta_{i j k}(= \pm 1)\). Furthermore \(f\) or vector fields \(\varphi_{i j}\), harmonicity is equivalent tobeing both divergenceless and curl-less
\[
\begin{equation*}
\left[\left(d d^{*}+d^{*} d\right) \varphi\right]_{i j}=0 \leftrightarrow\left\{(d \varphi)_{i j k}=0, \quad\left(d^{*} \varphi\right)_{i}=0\right\} \tag{14}
\end{equation*}
\]

Indeed if \(\varphi_{i j}\) is harmonic the \(\psi_{i}=\left(d^{*}(\rho)_{i}\right.\) satisfies \(d^{*} d \psi=d^{*} d d^{*}\left(\rho=-d^{* 2} d \varphi=0\right.\) so \(\psi\) is constant and \(\sum_{i} \sigma_{i} \psi_{i}=\psi \times\) Area \(=\sum_{i} \sigma_{i}\left(d^{*}(\rho){ }_{i}=\sum_{i} \sum_{i} \sigma_{i j}{ }^{( }{ }_{i j}=0\right.\), hence \(\psi=0\). So \(d^{*} d \varphi=0\) and \(d d^{*}(d \varphi)=0\), hence \(d \varphi^{1}\) is harmonic, \({ }^{i}\) therefore a constant multiple \(\tilde{\psi}\) of
 \(=0\). So (14) is fully justified. Incidentally (10) also shows that \(d^{*} \eta=0\). It is easy to show that the usual counting of harmonic vector fields still holds in this discrete context. Indeed there are \(N_{1}\) linearly independent \(\varphi_{i j}\) 's and from (14) the number of conditions is \(\left(N_{0}-1\right)+\left(N_{2}-1\right)\) (since \(\sum_{i j k} \ell_{i j k} \eta_{i j k} \quad(d \varphi)_{i j k}=0\) and \(\left.\sum_{i} \sigma_{i}{ }^{(d}{ }^{*}{ }^{( }\right){ }_{i}=0\) ). We then come to the conclusion that there are \(N_{1}-\left(N_{0}+N_{2}-2\right)=2-X=2 g\) inearly independent solutions to (14).

For the time being, we continue to assume the \(\sigma\) 's to be positive and promote free field theory from classical to quantum mechanical by constructing the corresponding path integral. This requires defining properly the a priori measure (on fields). Let us ignore for the moment the zero mode problem (for scalar fields \(\varphi_{i}=c s t\) ) or else introduce a mass term \(\frac{m^{2}}{2} \sum_{i} \sigma_{i} \varphi_{i}^{2}\) in the action, with \(m\) having the dimension of an inverse length.

The a priori measure is not the product of Lebesque measures of the \(\varphi_{i}\) 's, or else we would miss the two dimensional "dilatation anomaly" of the continuous case. Since we are interested in comparing results for different surfaces this difference matters. The point is that we want the free field path integral to be related to the determinant of \(-\Delta\) in the subspace orthogonal to its zero eigenvalue mode, call it \(\operatorname{det}^{\prime}(-\Delta)\) or equivalently to the product of all its non zero (hence positive) eigenvalues \(E_{n}\), \(1 \leq n \leq N-1, E_{o}=0\). Let \(\psi^{(n)}\) denote the corresponding eigenfunctions of \(-\Delta\) and expand the field \(\varphi\) in eigenmodes:as
\[
\begin{equation*}
\varphi_{i}=\sum_{n} c_{n} \psi_{i}^{(n)} \tag{15}
\end{equation*}
\]

Then
\[
\begin{gather*}
S_{\text {disc }}=\frac{1}{2} \sum_{n} E_{n} \varphi_{n}^{2}  \tag{16}\\
\left(\begin{array}{cc}
n-1 \\
1 & E_{n}
\end{array}\right)^{1 / 2} \tag{17}
\end{gather*} \frac{1}{\left(\text { det }^{\prime}-\Delta\right)^{-1 / 2}}=\sqrt{2 \pi} \int_{0}^{N-1} \frac{d c_{n}}{\sqrt{2 \pi}} \delta\left(c_{o}\right) e^{-S} d i s c
\]
 If \(A\) is the total area then \(\psi_{i}^{(0)}=\frac{1}{\sqrt{A}}\) and \(c_{0}=\frac{1}{\sqrt{A}} \sum_{i} \sigma_{i} \varphi_{i}\). Thus
\[
\begin{equation*}
\left.z=\sqrt{2 \pi} \int_{1} \frac{d \varphi_{i}}{\sqrt{2 \pi}} \underset{i}{\left(\pi \sigma_{i}\right.}\right)^{1 / 2} e^{-s_{\text {discr. }}(\varphi)} \delta\left(\frac{1}{\sqrt{A}} \sum_{i} \sigma_{i} \varphi_{i}\right) \tag{18}
\end{equation*}
\]
and this can readily be extended to include an external source. In flat space the extra factor plays of course no role, but it is seen to restore sensitivity to scale transformations, if only in the crudest sense, when we dilate all lengths by a constant factor.
In the best of all worlds we would like to estimate (18), a finite integral. Since we are unable to do so in a manageable way, we turn now to a continum evaluation of it.

\section*{V. CONFORMAL ANOMALY}

In a continuous theory the action (IV-1) is conformally invariant. This is best appreciated if one recalls that locally any two dimensional metric can be written (isothermal coordinates)
\[
\begin{equation*}
g_{a b}=\rho^{2} \cdot \delta_{a b} \quad \sqrt{g}=\rho^{2} \tag{1}
\end{equation*}
\]
in a coordinate patch. As an example on a sphere of radius \(r\) by projection on a plane \(\rho_{1}, \rho_{2}\) we can write
\[
\begin{equation*}
\mathrm{ds}{ }^{2}=\rho^{2} \mathrm{~d} \alpha^{2} \quad \rho=\frac{1}{1+\frac{\alpha^{2}}{4 \mathrm{r}^{2}}} \tag{2}
\end{equation*}
\]
this being valid on all the sphere except one point. Then form (1)
\[
\begin{equation*}
S_{\text {cont }}=\frac{1}{2} \int d^{2} \alpha \sum_{a=1,2} \partial_{a} \varphi \partial_{a} \varphi \tag{3}
\end{equation*}
\]
which makes obvious the independence over the local scale parameter \(\rho\). On the other hand the Laplacian is
\[
\begin{equation*}
\Delta \varphi=\frac{1}{\rho^{2}} \sum_{a=1}^{2} \partial_{a}^{2} \varphi \tag{4}
\end{equation*}
\]
and does depend on \(\rho\). The free field path integral is required to be some renormalized verion of the determinant of \(-\Delta\) to the power \(-1 / 2\) with the zero eigenvalue omitted. The ultraviolet difficulty is related to the continuum infinite number of modes. We then consider the variation of \(Z\) under a local variation of scale
\[
\begin{equation*}
\delta \ln Z=\delta \ln \int \pi^{\prime} \frac{d \varphi(m)}{\sqrt{2 \pi}} e^{-\frac{1}{2} \sum E_{n} \varphi_{(n)}^{2}} \tag{5}
\end{equation*}
\]

Again the field has been expanded in eigenmodes of the Laplacian with amplitudes \(\varphi(n)\) so that the action \(\sum E_{n} \varphi_{(n)}^{2}\) is invariant under changes of \(\rho\). As \(\rho\) varies however, for a fixed field, both the \(\varphi_{(n)}\) and the \(E_{n}\) (eigenvalues of \(-\Delta\) ) vary. And of course \(\pi^{\prime}\) is to indicate that the zero mode is omitted. Call the corresponding amplitude \(\left.{ }^{( }\right)(0)\left(E_{0}=0\right)\). Therefore
\[
\begin{equation*}
\delta \ln Z=\left\langle\left(\sum_{1}^{\infty} \frac{\partial \delta \varphi(n)}{\partial \varphi(n)}-\frac{\partial \delta \varphi(0)}{\partial \varphi(0)}\right)\right\rangle \tag{6}
\end{equation*}
\]
arising from the Jacobian of the transformation from \(\varphi_{(n)}+\delta \varphi_{(n)}\) to \(\varphi_{(n)}\). Since the field is invariant
\[
\begin{equation*}
0=\delta \varphi=\sum_{0}^{\infty} \delta \varphi_{(n)} \psi^{(n)}+\varphi_{(n)} \delta \psi^{(n)} \tag{7}
\end{equation*}
\]
and
\[
\begin{equation*}
\frac{\partial \delta \varphi(n)}{\partial \varphi(n)}=-\int d^{2} \alpha \rho^{2} \psi^{(n)} \delta \psi^{(n)}=+\int d^{2} \alpha \rho \delta \rho \psi^{(n)^{2}} \tag{8}
\end{equation*}
\]

The quantity in (6) does not require to be computed in the mean, since it is \(\varphi_{(n)}\) independent. Therefore
\[
\begin{equation*}
\delta \ln Z=\int d^{2} \alpha \rho \delta \rho \sum_{0}^{\infty} \psi^{(n)^{2}}-\frac{1}{2 A} \delta A \tag{9}
\end{equation*}
\]

The second term is an effect of the zero mode subtraction. The first one is ultraviolet infinite, due to the infinity of modes, and requires a further subtraction.

It is regularized in the most natural way, as
\[
\begin{equation*}
\sum_{0}^{\infty} \psi^{(n)^{2}}(\alpha) \underset{s \rightarrow 0}{\rightarrow} \sum_{0}^{\infty} \psi^{(n)^{2}}(\alpha) e^{-s E_{n}}=U(s ; \alpha, \alpha) \tag{10}
\end{equation*}
\]
where
\[
\begin{gather*}
U(s ; \alpha, \beta)=U(s ; \beta, \alpha)=\sum_{0}^{\infty} \psi^{(n)}(\alpha) \psi^{(n)}(\beta) e^{-s E_{n}}  \tag{11}\\
\left(\frac{\partial}{\partial s}-\Delta\right) U(s ; \alpha, \beta)=0 \quad s>0  \tag{12}\\
\lim _{\substack{ \\
s \rightarrow 0}} U(s ; \alpha, \beta)=\delta_{\text {inv. }}(\alpha, \beta)
\end{gather*}
\]

The invariant Dirac distribution satisfies
\[
\begin{equation*}
\varphi(\alpha)=\int d^{2} \beta \rho^{2}(\beta) \delta_{\text {inv. }}(\alpha, \beta) \varphi(\beta) \tag{13}
\end{equation*}
\]

Obviously \(\delta_{\text {inv. }}(\alpha, \beta)=\sum_{0}^{\infty} \psi^{(n)}(\alpha) \psi^{(n)}(\beta)\) is singular when \(\beta \rightarrow \alpha\).
We consider therefore
\[
\begin{equation*}
\delta \ln Z_{r e g}(s)=\int d^{2} \alpha \rho^{2} \frac{\delta \rho}{\rho} U(s ; \alpha, \alpha)-\frac{1}{2 A} \delta A \tag{14}
\end{equation*}
\]
and ask for the small \(s\) behaviour. We expect terms of order \(\frac{l}{s}\) and finite ones as \(s \rightarrow 0\). In flat space
\[
\begin{equation*}
\mathrm{U}_{\mathrm{flat}}(\mathrm{~s} ; \alpha, \beta)=\frac{\mathrm{e}^{-\frac{1}{4 s}(\alpha-\beta)^{2}}}{4 \pi s} \tag{15}
\end{equation*}
\]

In that case \(U_{f l a t}(s ; \alpha, \alpha)=\frac{1}{4 \pi s}\) independently of \(\alpha\). In curved space, and for dimensional reasons, we expect \(U_{\text {curved }}(s ; \alpha, \alpha)=\frac{1}{4 \pi s}\left(1+a R_{\alpha} s+\ldots\right)\) where \(R_{\alpha}\) is the curvature at \(\alpha\). If this is so, it is sufficient to do the calculation for a sphere with the curvature \(R\) equal to \(r^{-2}\). Then to first order in \(R\), using (2), we find in isothermal coordinates
\[
\begin{equation*}
\mathrm{U}_{\text {sphere }}(\mathrm{s} ; \alpha, 0)=\frac{e^{-\frac{\alpha^{2}}{4 s}}}{4 \pi s_{s}}\left[1+\frac{\mathrm{Rs}}{3}\left(1+\frac{1}{4} \quad \frac{\alpha^{2}}{\mathrm{~s}}+\frac{1}{8} \frac{\alpha^{4}}{s^{2}}\right)+\ldots\right] \tag{16}
\end{equation*}
\]
and therefore
\[
\begin{align*}
U_{\text {curved }}(s ; \alpha, \alpha) & =\frac{1}{4 \pi s}-\left[1+\frac{\mathrm{R}_{\alpha} s}{3}+\ldots\right]  \tag{17}\\
& =\frac{1}{4 \pi s}-\frac{1}{12 \pi} \Delta_{\text {curv. }} \ln \rho
\end{align*}
\]

The second expression is easily checked in the case of the sphere once again. Consequently, we end up with
\[
\begin{align*}
\delta \ln Z_{\text {reg }} & =\left(\frac{1}{8 \pi s}-\frac{1}{2 A}\right) \delta A+\frac{1}{12 \pi} \int d^{2} \alpha \rho^{2}(\delta \ln \rho)\left(-\Delta_{\text {curv }} \ln \rho\right) \\
& =\delta\left[\frac{A}{8 \pi . s}-\frac{1}{2} \ln \frac{A}{A_{0}}+\frac{1}{24 \pi} \int d^{2} \alpha \rho^{2} \ln \rho\left(-\Delta_{\text {curv }}\right) \ln \rho\right] \tag{18}
\end{align*}
\]

We note that (17a) could be slightly improved to read for small \(s\) and in the vicinity of a point \(\alpha\)
\[
U_{\text {curved }}(s ; \alpha, \beta)=\frac{e^{-d_{\alpha \beta}^{2} / 4 s}}{4 \pi s}\left[1+R_{\alpha} \frac{s}{3}+R_{\alpha} \frac{d_{\alpha \beta}^{2}}{12}+\ldots\right]
\]
ignoring derivatives of the curvature. Here \(d_{\alpha \beta}\) is the geodesic distance between \(\alpha\) and \(\beta\). We also observe that the factor \(\frac{1}{4 \pi s}\). in the flat case can be interpreted as the inverse area of a circle of radius \(r_{e f f}=2 \sqrt{s}\) as is reasonable in a Brownian motion interpretation of \(U\) as a probability density. Then on a curved surface a circle of same radius (assumed to be small) has an area \(\left(\approx 2 \pi R^{-1}(1-\cos \theta) \approx 2 \pi R^{-1}\left(\frac{\theta^{2}}{2}-\frac{\theta^{4}}{24}\right)\right.\) with \(\theta=R^{+1 / 2} 2 \sqrt{3}\), i.e. \(4 \pi s\left(1-\frac{R s}{3}\right)\). The inverse of this area expanded in powers of Rs << 1 yields precisely (17a), a neat way of understanding this expression.

When discussing (18) we first realize a shortcoming : as was emphasized \(\rho\) can only be defined in a defined in a coordinate patch, which means sensitivity to boundary conditions, if we want to interpret \(\ell n Z_{r e p}-A\left(\frac{t}{s}-\frac{1}{s}\right)\) as a \(\ln Z_{r e n o r m a l i z e d . ~ T h i s ~ i s ~}^{c}\) exmplified in the case of a sphere with \(\rho\) given by (2). While it is tempting to relate \(\int d^{2} \alpha \rho^{2} \ln \rho\left(-\Delta_{\text {curved }} \ln \rho\right)=\int d^{2} \alpha \ln \rho-\Delta_{f l a t} \ln \rho\) to \(\int d^{2} \alpha \sum_{a=1}^{2}(\partial a \ln \rho)^{2}\)
the first integral is finite and the second is not. Note that with our convention
\[
\begin{equation*}
-\Delta_{\text {curved }} \ln \rho=R \tag{20}
\end{equation*}
\]
showing why for a compact surface with non vanishing Euler characteristic
\[
\begin{equation*}
\chi=\frac{1}{2 \pi} \int d^{2} \alpha \rho^{2} R \tag{21}
\end{equation*}
\]
ln \(\rho\) cannot be defined everywhere as a non singular function. In (21) the interpretation is that \(d^{2} \alpha \rho^{2}\) is an invariant element of area, and several coordinate patches may be needed to compute the integral. Of course this is nothing but the Gauss Bonnet theorem. We do not have these difficulties, on a torus, \(\chi=0\), and we therefore assume such a simplification from now on. These subtleties do not play any role in a variation of \(\delta \ln Z_{r e n}\). when \(\delta \rho\) is contained in a coordinate patch. We emphasize again that the non local term \(\ln \frac{A}{A_{0}}\) is due to the fact that we consider compact surfaces.

To proceed further, we define \(\tilde{G}_{\text {curved }}(\alpha, \beta)\) as a subtracted propagator -again because of the aero mode problem-as
\[
\begin{equation*}
\tilde{G}(\alpha, \beta)=\sum_{1}^{\infty} \frac{1}{E_{n}} \psi^{(n)}(\alpha) \psi^{(n)}(\beta) \quad ; \quad-\Delta_{c \operatorname{crv}} \tilde{G}(\alpha, \beta)=\delta_{c u r}(\alpha, \beta)-\frac{1}{A} \tag{22}
\end{equation*}
\]

Then for \(\chi=0\)
\[
\begin{equation*}
\ln \rho(\alpha)=\int d^{2} \beta \rho^{2}(\beta) \tilde{G}(\alpha, \beta) R(\beta) \tag{23}
\end{equation*}
\]
and the r.h.s. is insensitive to the addition to \(\tilde{G}(\alpha, \beta)\) of an arbitrary constant. We therefore have
\[
\begin{equation*}
X=0 \quad \ln Z_{r e n}=\frac{A}{s_{0}}-\frac{1}{2} \ln \frac{A}{A_{0}}+\frac{1}{24 \pi} \iint d^{2} \alpha d^{2} \beta \rho^{2}(\alpha) \rho^{2}(\beta) R(\alpha) \tilde{G}(\alpha, \beta) R(\beta) \tag{24}
\end{equation*}
\]
up to an arbitrary additive constant. Each elementary piece of the surface is endowed with a curvature charge
\[
\begin{equation*}
\mathrm{dq}(\alpha)=\mathrm{d}^{2} \alpha \rho^{2}(\alpha) R(\alpha) \tag{25}
\end{equation*}
\]

The total charge is zero
\[
\begin{equation*}
\int \mathrm{dq}(\alpha)=0 \tag{26}
\end{equation*}
\]
and \(\tilde{G}(\alpha, \beta)\) has a (clàssical two-dimensional) long range charaater of a Coulomb poten tial. For all its aesthetic appeal, equation (24) is not that great a simplification. \(Z\) was given in terms of the product of eigenvalues and it requires as much effort to compute \(\tilde{G}\). On the other hand given a metric in the form (1), it is easy to find the variations of \(\ln Z_{\text {rene }}\) by simple integrations.

We have tried to find analogs of (18) and (24) in the discrete situation of the previous sections but failed to obtain "nice" expressions. This is perhaps not unrelated to localization problems on such a random lattice. However inspired by (24), the so called "Liouville action", we may obtain a natural discretization for it. First the analog of \(\tilde{G}\) is the solution of the equation
\[
\begin{equation*}
\sum_{k(i)} \frac{\sigma_{i k}}{\ell_{i k}}\left(\tilde{G}_{(i, j)}-\tilde{G}_{(k, j)}\right)=\delta_{i j}-\sigma_{i} \tag{27}
\end{equation*}
\]

To make things more symetric, we observe that, adding a small mass term to the Laplacian shifts all eigenvalues but a constant positive amount. The lowest eigenmode with positive eigenvalue is orthogonal to the curvature for \(\chi=0\) (call it the neutral case), hence the limit \(\mathrm{m}^{2} \rightarrow 0\) is well defined. We can replace \(\tilde{G}\) by \(G\) such that
\[
\begin{equation*}
\sum_{k(i)} \frac{\sigma_{i k}}{\ell_{i k}}\left[G\left(i, j ; m^{2}\right)-G\left(k, k ; m^{2}\right)\right]+m^{2} \sigma_{i} G\left(i, j ; m^{2}\right)=\delta_{i j} \tag{28}
\end{equation*}
\]
and write in discretized form
\[
\begin{align*}
S_{\text {Liouville }}= & \lim _{\mathrm{m}^{2} \rightarrow 0} \frac{1}{2} \sum_{i, j} q_{i} G\left(i, j ; \mathrm{m}^{2}\right) q_{j}  \tag{29}\\
q_{i}= & \left(1-\frac{i}{2 \pi}\right) ; \sum_{i} q_{i}=0
\end{align*}
\]

The limit \(\mathrm{m}^{2} \rightarrow 0\) has to be taken when the double \(s\) um is first computed. We can relax here the condition that the \(\sigma\) 's be positive. If we define
\[
\begin{equation*}
\psi_{i}=\sum_{m^{2} \rightarrow 0} \sum_{j} G\left(i, j ; m^{2}\right) q_{j} \tag{30}
\end{equation*}
\]

Then
\[
\begin{equation*}
S_{\text {Liouville }}=\frac{1}{2} \sum_{i} \sigma_{i} \psi_{i}(-\Delta \psi)_{i} \tag{31}
\end{equation*}
\]

In the neutral case, (30) has a limit when \(m^{2} \rightarrow 0, \psi\) remains finite, hence \(S_{\text {Liouville }}\) is positive.

\section*{VI. RANDOM SURFACES}

As we discussed in the introduction there is not at the moment a consensus on good candidates for models of random surfaces (the most random ones !). Here we limit ourselves to repeat the analysis of the simplest one [10][11], and suggest some "natural" modification.

Take a torus ( \(X=0\) ). Choose a triangulation. Then map it in \(\mathrm{R}^{\mathrm{d}}\) as explained above. The simplest statistical weight is
\[
\begin{gather*}
d \mu=\pi^{\prime} d^{d} x_{i} e^{-\beta_{o} S_{o}}  \tag{1}\\
S_{0}=\frac{1}{a^{2}} A=\frac{1}{a^{2}}(i j k) l_{i j k}, a \text { : arbitrary length unit. (2) } \tag{2}
\end{gather*}
\]

This looks like the direct analog of the Brownian case and we may wish to estimate what happens when the number points gets large and the parameter points dense on the torus. This is was has been done numerically and analytically (for large d) by Billoire Gross and Marinari [10]. Let us briefly recapitulate what happens following Duplantier [11]. Use for instance the triangulation shown on Figure 2, with \(n=n_{1}=n_{2}\), hence \(N_{0}=n^{2}, N_{1}=3 n^{2}, N_{2}=2 n^{2}\). The base space has translational invariance, and it is assumed unbroken in the statistical model. Set for simplicity \(f_{i j k}=\beta_{0} \frac{\ell_{i j k}}{a^{2}}\). Then from dilatation covariance we have
\[
\begin{align*}
& Z=\int \pi^{\prime} d^{d} x_{i} e^{-\beta_{o} S_{o}}=\lambda^{d\left(n^{2}-1\right)} \int \pi^{\prime} d^{d} x_{i} e^{-\lambda^{2} \beta_{o} S_{o}} \\
& \quad\left\langle\beta_{o} S_{o}\right\rangle=\left(n^{2}-1\right) \frac{d}{2} \approx N \frac{d}{2} \quad\langle f\rangle=\frac{d}{4} \tag{2}
\end{align*}
\]


Figure 2
This suggests that the limit \(d \rightarrow \infty\) is a good place to look for a valid saddle point approximation, to which one then proceeds. One rewrites
\[
\begin{equation*}
\left.Z=\int \pi^{\prime} d^{d} x_{i} \int \pi \frac{d \lambda_{i j}}{2 \pi i} d l_{i j} e^{(i)} \sum_{i j}^{\left[\left(x_{i}-x_{j}\right)^{2}-\ell_{i j}^{2}\right]-\beta_{o} s_{o}\{\ell}{ }_{i j}\right\} \tag{3}
\end{equation*}
\]
with \(\lambda_{i j}\) integrated over the imaginary axis (anticipating that the saddle point value will then be real) and assumes a (base space) translational invariant saddle point with \(\lambda_{i j}^{0} \equiv \lambda, l_{i j}^{0}=2\). This leads to
\[
\begin{align*}
& Z \rightarrow Z_{0}=\operatorname{cst} e^{-S_{e f f}(\lambda, \ell)}  \tag{4}\\
& S_{\text {eff }}=N\left[\frac{d}{2} \ln \lambda-3 \lambda \ell^{2}+2 f(\ell, \ell, \ell)\right]
\end{align*}
\]
where \(f(\ell, \ell, \ell)=\beta \frac{\sqrt{3}}{4} \frac{\ell^{2}}{2}\) and the elementary area is effectively the one for an equilateral triangle. The variational equations to be satisfied by \(\lambda\) and \(\ell\) reduce to
\[
\begin{equation*}
\lambda=\frac{d}{6 \ell^{2}} \quad f=\beta_{0} \frac{\sqrt{3}}{4} \frac{\ell^{2}}{a^{2}}=\frac{d}{4} \tag{5}
\end{equation*}
\]

The second equation has of course to agree with (2). Therefore \(S_{e f f}=\operatorname{cst}+\frac{N d}{2} \ln \beta_{o}\) and \(\beta \frac{\mathrm{dS}_{\text {eff }}}{\mathrm{d}}=\frac{\mathrm{Nd}}{2}=\left\langle\mathrm{S}_{\mathrm{o}}\right\rangle\) as it should. Equipped with these values of \(\lambda\) and \(\ell\) from (5). we see from (3) that the statistical weight reduces to d-uncoupled gaussian (free field) models (in flat space) for any question pertaining to the \(x_{i}\) 's. In particular it is straightforward to see that \(\left\langle\left(x_{i}-x_{j}\right)^{2}\right\rangle=\ell^{2}\) and that
\[
\begin{align*}
\mathrm{R}_{\mathrm{N}}^{2} & =\frac{1}{\mathrm{~N}}\left\langle\sum_{i} \mathrm{x}_{\mathrm{i}}^{2}\right\rangle  \tag{6}\\
& =\frac{1}{\pi} \frac{\sqrt{3}}{4} \ell^{2} \ln \mathrm{~N}=\frac{1}{\pi}\langle e l \text { ementary area }\rangle \ln \mathrm{N}
\end{align*}
\]

The \(\ell n \mathrm{~N}\) term results from the infrared behavior of the 2 d massless propagator very much as in section III the linear behavior in \(N\) arose from a similar infrared singularity of the one-dimensional propagator. The numerical factor on the ra.s. of (6) is specific to triangulations. It behaves like \(d / 4\) for large \(d\) and is corrected by a factor \((1+2 / d+\ldots)\) to first order in \(1 / d\). This is in fair agreement with the
observations made in [10] as shown in the following table giving \(R_{N}^{2} \frac{4 \pi}{\sqrt{3} \ell^{2}} \cdot \frac{1}{\ln N}\)
\begin{tabular}{ccc}
\(d\) & First order correction \(1+\frac{2}{d}\) & Numerical data \({ }^{[10]}\) \\
3 & 1.667 & \(1.73 \pm 0.04\) \\
4 & 1.500 & \(1.43 \pm 0.03\) \\
6 & 1.333 & \(1.27 \pm 0.01\) \\
12 & 1.167 & \(1.16 \pm 0.03\)
\end{tabular}

It is unlikely that inequivalent triangulations of the torus would lead to a qualitatively different result or that going to a surface with a different topology would change the \(\ln \mathrm{N}\) behavior also observed in numerical computation. This means that the image surface is a strongly coltapsed object in the mean. Our discussion of the last section suggests to modify equations (1), (2) by taking as probability weight (forgetting about the \(\ln \mathrm{A} / \mathrm{A}_{\mathrm{o}}\) term presumably irrelevant as compared to \(\mathrm{S}_{\mathrm{o}}\) )
\[
\begin{equation*}
d \mu=\underset{i}{\Pi^{\prime}} d^{d} x_{i} e^{-\beta_{o} S_{o}-\beta_{1} S_{\text {Liouville }}} \tag{7}
\end{equation*}
\]
as a slight generalization of the above model -where \(S_{\text {Liouville }}\) has been written in (V.29) or (V.31).

A rough way to estimate the size of the Liouville term would be, in the same type of simulations that have been performed before, to compute \(\left\langle q_{i}^{2}\right\rangle\). Or else one could try to estimate it from the Gaussian model emerging from (3). We believe that it is of order l. Hence the Liouville term could become relevant even when \(d \rightarrow \infty\) provided we take \(\beta_{1}\) of order \(d\). This would then require to find different saddle points. To see what is involved let us look at the Gaussian model implied by (3). Since the sum of angles of a given triangle is \(\pi\) and each of them has equal mean value it is indeed very reasonable that their average value is \(\frac{\pi}{3}\). Then look at figure 3 which involves the points \(A, B\), with \(A\) second neighbor to \(B\), and compute ( \(N \rightarrow \infty\) )
\[
\begin{equation*}
\frac{\ell^{\prime 2}}{\ell^{2}}=\frac{1}{(2 \pi)^{2}} \int_{-\pi}^{+\pi} \int_{-\pi}^{+\pi} d k_{1} d k_{2} d k_{3} \frac{3-\cos \left(k_{1}-k_{2}\right)-\cos \left(k_{2}-k_{3}\right)-\cos \left(k_{3}-k_{1}\right)}{3-\cos k_{1}-\cos k_{2}-\cos k_{3}} \delta\left(k_{1}+k_{2}+k_{3}\right) \tag{8}
\end{equation*}
\]
\[
=\frac{9}{2}-\frac{6 \sqrt{3}}{\pi}=1.192
\]

The points ABC fit in a plane and either 0 is in this plane or else \(O A B C\) fits in a 3 d linear subspace. If the picture were flat and regular (as on the regular triangulated plane) then \(\frac{\ell^{2}}{\ell^{2}}=3\). Apparently this is not the case showing the importance of fluctuations. Most \({ }^{\ell}\) likely \(\left\langle q_{i}^{2}\right\rangle\) does not vanish with \(\frac{1}{\mathrm{~d}}\).
We can also rewrite (7) using a Lagrange multiplier
\[
\begin{equation*}
d \mu=\frac{\pi^{\prime} d^{d} x_{i} \pi_{i}^{\prime} d \psi_{i} e^{-\beta_{o} s_{o}-\beta_{i} s_{f r e e ~ f i e l d ~}(\psi)+i \sum_{i} \psi_{i} q_{i}}}{\int_{i}^{\prime} d \psi_{i} e^{-\beta_{1} s_{f r e e ~ f i e l d ~}(\psi)}} \tag{9}
\end{equation*}
\]
where \(S_{\text {free field }}{ }^{(\psi)}\) is given by (IV.4) or (IV.12).


Fiqure 3
It is perhaps easier numerically to deal with (9) than with (7). At any rate they provide a non trivial discretization of the Liouville theory and it is perhaps worthwhile to investigate their relevance to a model of random surfaces. Of course this is only a very first step towards proposing a consistent scheme to study quantized gravity in a discretized version, which is one of the motivations to get a better understanding of random geometry.
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\section*{ABSTRACT}

Several examples of disordered one dimensional models are discussed : a spin glass chain, an Ising chain in a random field, the diffusion on a random chain, a Schrödinger equation with a random potential. For each problem, one can develop analytic methods to expand the Lyapounov exponent.

\section*{INTRODUCTION}

A lot of problems in the physics of one dimensional disordered systems can be reduced to the study of products of random matrices \([1,2,3]\) : spin models with random interactions (spin glass), random field models, Schrödinger equation with a random potential, diffusion on a random chain, etc... One usually needs to calculate the Lyapounov exponent \(\gamma\) of a product of independent random matrices \(M_{n}\) which are randomly distributed according to a probability distribution which depends on the problem that one considers
\[
\begin{equation*}
\gamma=\lim _{N \rightarrow \infty} \frac{1}{N} \log \left[\operatorname{tr}\left(\prod_{n=1}^{N} M_{n}\right)\right] \tag{1}
\end{equation*}
\]

For an Ising chain with random interactions \(J_{i}\)
\[
\begin{equation*}
H=-\sum_{i} \mathbf{J}_{\mathbf{i}} \sigma_{\mathbf{i}} \sigma_{\mathbf{i}+1}-\mathrm{h} \sum_{\mathbf{i}} \sigma_{\mathbf{i}} \tag{2}
\end{equation*}
\]
the random matrices \(M_{n}\) are given by
\[
M_{n}=\left(\begin{array}{cc}
e^{J_{n}+h} & e^{-J_{n}+h}  \tag{3}\\
e^{-J_{n}-h} & e^{J_{n}-h}
\end{array}\right)
\]
and the Lyapounov exponent gives the free energy of the chain.
Similarly for an Ising chain in a random field
\[
\begin{equation*}
H=-J \sum_{i} \sigma_{i} \sigma_{i+1}-\sum_{i} h_{i} \sigma_{i} \tag{4}
\end{equation*}
\]
the random matrices have the following form
\[
M_{n}=\left(\begin{array}{cc}
e^{J+h_{n}} & e^{-J+h_{n}}  \tag{5}\\
e^{-J-h_{n}} & e^{J-h_{n}}
\end{array}\right)=e^{J+h_{n}}\left(\begin{array}{cc}
1 & e^{-2 J} \\
e^{-2 J-2 h_{n}} & e^{-2 h_{n}}
\end{array}\right)
\]
and the Lyapounovexponent gives again the free energy.
For a one dimensional Schrödinger equation with a random potential \(\lambda V_{n}\)
\[
\begin{equation*}
\psi_{n+1}+\psi_{n-1}+\lambda V_{n} \psi_{n}=E \psi_{n} \tag{6}
\end{equation*}
\]
the random matrices \(M_{n}\) are given by
\[
M_{n}=\left(\begin{array}{cc}
E-\lambda V_{n} & -1 \\
1 & 0
\end{array}\right)
\]
and the Lyapounov exponent is related to the localisation length and to the density of states by the Thouless formula [4].

The main difficulty with products of random matrices is that there does not exist any general analytic method to calculate the Lyapounov exponents. Only two approaches are available. Either one can calculate numerically the Lyapounov exponent. or one can try to make analytic expansions around well understood situations : weak disorder expansions, expansions around the situation where the matrices \(M_{n}\) commute, etc...
In this paper I shall present several analytic expansions which can be done for the models defined above.
I. A SPIN GLASS GHAIN IN A UNIFORM FIELD [5-7]

Let us consider an Ising chain described by the hamiltonian (2) with random interactions \(J_{i}\) distributed according to a given distribution \(\rho\left(J_{i}\right)\). It is possible to find analytically the Lyapounov exponent \(\gamma\) in the limit of eero temperature for any value of the uniform field \(h\) if the distribution \(\rho\left(J_{i}\right)\) is the sum of two delta functions [5]
\[
\begin{equation*}
\rho\left(J_{i}\right)=\frac{1}{2}\left[\delta\left(J_{i}-J\right)+\delta\left(J_{i}+J\right)\right] \tag{7}
\end{equation*}
\]
and only for small \(h\) for arbitrary distributions \(\rho\left(J_{i}\right)\) which behave near \(J_{i}=0\) as
\[
\begin{equation*}
\rho\left(J_{i}\right) \sim\left|J_{i}\right|^{K} \tag{8}
\end{equation*}
\]

To explain the idea which allows to solve the problem at 0 temperature, let us take the case of the distribution (7). Then we have to calculate the Lyapounov exponent of a product of matrices \(M_{n}\) which can take two possible forms :
\[
M_{n}=\left(\begin{array}{ll}
z^{1+\alpha} & z^{-l+\alpha}  \tag{9}\\
z^{-1-\alpha} & z^{1-\alpha}
\end{array}\right) \quad \text { or } M_{n}=\left(\begin{array}{ll}
z^{-1+\alpha} & z^{1+\alpha} \\
z^{1-\alpha} & z^{-1-\alpha}
\end{array}\right)
\]
where \(z=e^{J}\) and \(\alpha=\frac{h}{J}\). The 0 temperature limit corresponds to \(z \rightarrow \infty\).
The main simplification which occurs in this limit \(z \rightarrow \infty\) is the following : when one performs the product of two matrices \(A\) and \(B\), each element of the product \(A B\) is the sum of products of elements of \(A\) and \(B\). In the limit \(z \rightarrow \infty\), one can replace this sum by its largest term. If we start with an arbitrary vector \(V_{o}\) and we define \(V_{n}\) by
\[
\begin{equation*}
v_{n}=\prod_{i=1}^{n} M_{i} \quad v_{0} \tag{10}
\end{equation*}
\]

Then if we write
\[
\begin{equation*}
v_{n}=\binom{z_{n}^{a}}{z_{n}} \tag{11}
\end{equation*}
\]
one finds that for the random matrices given by (9), the problem reduces in the limit \(z \rightarrow \infty\) to the following recursion for the \(a_{n}\) and \(b_{n}\)
\[
\left\{\begin{array}{l}
a_{n+1}=\max \left(a_{n}+1+\alpha, b_{n}-1+\alpha\right)  \tag{12}\\
b_{n+1}=\max \left(a_{n}-1-\alpha, b_{n}+1-\alpha\right)
\end{array} \text { with probability } \frac{1}{2}\right.
\]
and
\[
\left\{\begin{array}{l}
a_{n+1}=\max \left(a_{n}-1+\alpha, b_{n}+1+\alpha\right) \\
b_{n+1}=\max \left(a_{n}+1-\alpha, b_{n}^{-1-\alpha)}\right.
\end{array} \text { with probability } \frac{1}{2}\right.
\]

In the limit \(n \rightarrow \infty\), the difference \(a_{n}-b_{n}\) has a stationnary probability distribution which can be calculated exactly [5]. Then one finds that for the distribution (7) of the bonds that the Lyapounov exponent behaves like
\[
\gamma=\frac{E}{J} \log z+\text { cste } \quad \text { in the limit } z \rightarrow \infty
\]
where \(E\) is the ground state energy per spin and is given by
\[
\begin{equation*}
E=\frac{J\left(n^{2}+3 n\right)+2 h(n+1)}{(n+1)(n+2)} \text { when } \frac{2}{n+1}<\alpha<\frac{2}{n} \tag{13}
\end{equation*}
\]

So \(n\) is just the integer part of \(2 / \alpha=2 \mathrm{~J} / \mathrm{h}\).
For more general distributions \(\rho\left(J_{i}\right)\) which have a behaviour given by (8), one can find \(\gamma\) at zero temperature for small values of the field \(h^{[6,7]}\) and from the expression of \(\gamma\) one can show that the zero temperature magnetization \(m\) of a one dimensional spin glass chain is given for small h by
\[
\begin{equation*}
m=h^{\frac{K+1}{K+3}} c_{K} \tag{14}
\end{equation*}
\]
where \(C_{K}\) is a constant which can be calculated [6] from the knowledge of \(\rho\left(J_{i}\right)\). It is interesting to notice the non analytic behaviour of the magnetization (for a
gaussian distribution of the \(J_{i}, m \sim h^{1 / 3}\) ). In this first example, the main simplification was that sums of products of elements could be replaced by the largest term in the sum.

In the next example, we shall consider a case where the matrices \(M_{n}\) almost commute.

\section*{iI. AN ISING CHAIN IN A RANDOM FIELD [8]}

For the Ising chain described by the hamiltonian (4), we need to calculate the Lyapounov exponent \(\gamma(\varepsilon)\) of the following product (see (5))
\[
\gamma(\varepsilon)=\lim _{N \rightarrow \infty} \frac{1}{N} \log \operatorname{tr} \underset{\prod_{i=1}^{N}}{N}\left(\begin{array}{cc}
1 & \varepsilon  \tag{15}\\
\varepsilon_{z_{i}} & z_{i}
\end{array}\right)
\]
where \(\varepsilon=e^{-2 J}\) and the \(z_{i}\) are random positive numbers \(z_{i}=e^{-2 h_{i}}\) whose distribution is known when the distribution of random field is known.

For \(\varepsilon=0\) the matrices commute and the problem is therefore very easy
\[
\begin{equation*}
\gamma(0)=\max (0, \overline{\overline{\log z})} \tag{16}
\end{equation*}
\]

A natural question is to try and expand \(\gamma(\varepsilon)\) around \(\varepsilon=0\). Let us see how such an expansion can be done. To simplify the discussion let us assume that the distribution of the \(z_{i}\) is such that
\[
\begin{equation*}
\overline{\log z}<0 \tag{17}
\end{equation*}
\]

If we define \(V_{n}\) by
\[
v_{n}=\binom{a_{n}}{b_{n}}=\left(\begin{array}{cc}
1 & \varepsilon  \tag{18}\\
\varepsilon_{z_{n-1}} & z_{n-1}
\end{array}\right)\binom{a_{n-1}}{b_{n-1}}
\]

Then one can use several equivalent definitions to calculate \(\gamma(\varepsilon)\)
\[
\begin{equation*}
\gamma(\varepsilon)=\lim _{N \rightarrow \infty} \frac{1}{N} \log \left(\frac{\| v_{n}| |}{\|\left|v_{0}\right| \mid}\right)=\lim _{N \rightarrow \infty}\left(\frac{1}{N} \sum_{i=1}^{N} \log R_{i}\right) \tag{19}
\end{equation*}
\]
where the \(R_{i}\) are defined by
\[
\begin{equation*}
R_{i}=\frac{a_{i+1}}{a_{i}} \tag{20}
\end{equation*}
\]

It is easy to see from (18) that the \(R_{i}\) satisfy the following recursion relative
\[
\begin{equation*}
R_{i+1}=1+z_{i}+z_{i}\left(\varepsilon^{2}-1\right) / R_{i} \tag{21}
\end{equation*}
\]

To expand \(\gamma(\varepsilon)\), one can assume that the \(R_{i}\) can be expanded in the following form
\[
\begin{equation*}
\log R_{i}=A_{i} \varepsilon^{2}+B_{i} \varepsilon^{4}+\ldots \tag{22}
\end{equation*}
\]

Then (21) gives recursion relations for \(A_{i}, B_{i}\) etc...
\[
\begin{align*}
A_{i+1} & =z_{i}+z_{i} A_{i}  \tag{23}\\
B_{i+1}+\frac{A_{i+1}^{2}}{2} & =-z_{i} A_{i}+z_{i} B_{i}-z_{i} \frac{A_{i}^{2}}{2}
\end{align*}
\]
and the expression of \(\gamma(\varepsilon)\) is then given by
\[
\begin{equation*}
\gamma(\varepsilon)=\varepsilon^{2} \bar{A}+\varepsilon^{4} \bar{B}+\ldots \tag{25}
\end{equation*}
\]

When one calculates \(\bar{A}\), one finds that \(\bar{A}\) is finite only if
\[
\begin{equation*}
\bar{z}<1 \tag{26}
\end{equation*}
\]
and is given by
\[
\begin{equation*}
\bar{A}=\frac{\bar{z}}{1-\bar{z}} \tag{27}
\end{equation*}
\]

Similarly, when one calculates \(\bar{B}\), one finds a more restrictive condition
\[
\begin{equation*}
\overline{z^{2}}<1 \tag{28}
\end{equation*}
\]
for \(\overline{\mathrm{B}}\) to be finite and one finds
\[
\begin{equation*}
\bar{B}=-\frac{1}{2} \frac{(1+\bar{z})^{2} \bar{z}^{2}+2(\bar{z})^{2}\left(1-\bar{z}^{2}\right)}{(1-\bar{z})^{2}\left(1-\bar{z}^{2}\right)} \tag{29}
\end{equation*}
\]

One expects that the coefficient of \(\varepsilon^{2 p}\) in the expansion of \(\gamma(\varepsilon)\) will be finite only if
\[
\begin{equation*}
\overline{z^{p}}<1 \tag{30}
\end{equation*}
\]

One can of course ask the question of the behaviour of \(\gamma(\varepsilon)\) when \(\varepsilon \rightarrow 0\) if one of the conditions (26), (28), (30) is not satisfied. For example if the distribution of the \(z_{i}\) is such that
\[
\begin{equation*}
\overline{\log \mathrm{z}}<0 \quad \text { but } \overline{\mathrm{z}}>1 \tag{31}
\end{equation*}
\]

Then one can show \({ }^{[8]}\) that \(\gamma(\varepsilon)\) has a non analytic behaviour when \(\varepsilon \rightarrow 0\)
\[
\begin{equation*}
\gamma(\varepsilon) \sim C \varepsilon^{2 \alpha} \tag{32}
\end{equation*}
\]
where \(\alpha\) is given by the positive solution of
\[
\begin{equation*}
\overline{z^{\alpha}}=1 \tag{33}
\end{equation*}
\]

Except in a few special cases, the exact calculation of the constant \(C\) is a very hard problem \({ }^{[9]}\).

A physical interpretation can be given to the non analytic behaviour (32). The expansion around \(\varepsilon=0\) is a low temperature expansion around the ferromagnetic configura-
tion. When \(\gamma(\varepsilon) \sim \varepsilon^{2}\), the expansion is given by the contribution of configurations with finite clusters of spins flipped. When \(\gamma(\varepsilon) \sim \varepsilon^{2 \alpha}\), the contribution of configurations with an infinite number of spins flipped is dominant.

This random field Ising is mathematically very similar the problem of the diffusion on a random chain. Consider a particle which diffuses on a chain according to the following Master equation [10,11]
\[
\begin{equation*}
\frac{d P_{i}}{d t}=W_{i, i+1} P_{i+1}+W_{i, i-1} P_{i-1}-\left(W_{i+1, i}+W_{i-1, i}\right) P_{i} \tag{34}
\end{equation*}
\]
where \(P_{i}\) denotes the probability of finding the particle at time \(t\) on site \(i\) and the hopping rates \(W_{i j}\) are randomly distributed according to a given probability distribution. When one considers the Laplace transforms \(Q_{i}(\omega)\) of the \(P_{i}\)
\[
\begin{equation*}
Q_{i}(\omega)=\int_{0}^{\infty} P_{i}(r) e^{-\omega t} d t \tag{35}
\end{equation*}
\]

One can try to expand in the limit \(\omega \rightarrow 0\) the Lyapounov exponent \(\gamma(\omega)\) defined by
\[
\begin{equation*}
\gamma(\omega)=\lim _{N \rightarrow \infty} \frac{1}{N} \log \left(\frac{Q_{N}(\omega)}{Q_{0}(\omega)}\right) \tag{36}
\end{equation*}
\]
where we assume that \(Q_{0}\) and \(Q_{1}\) have been chosen arbitrarily and that the \(Q_{n}\) for \(n \geq 0\) are calculated using (34).

In the expansion, the term linear in \(\omega\) gives the velocity whereas the coefficient of \(\omega^{2}\) is related to the diffusion constant. As for the random field problem, the condition for the coefficient of \(\omega^{2}\) to be finite (i.e. for the diffusion constant to exist) is stronger than the condition for the coefficient of \(\omega\) to be finite (i.e. for the velocity to exist) \({ }^{[11]}\).

We have seen with this second example that the expansion around the situation where the matrices \(M_{n}\) commute may be singular. We shall see in the next example that the weak disorder expansion of the Lyapounov exponent may also become singular.
III. THE ONE DIMENSIONAL SCHRODINGER EQUATION IN A RANDOM POTENTIAL [12,13]

Let us consider now the discretized \(1 d\) Schrodinger equation (6) with a random potential \(\lambda V_{n}\) where the \(V_{n}\) are the distributed according to a given distribution \(\rho\left(V_{n}\right)\). Like in the previous example, one can introduce the ratios \(R_{n}\) defined by
\[
\begin{equation*}
R_{n}=\frac{\psi_{n}}{\psi_{n-1}} \tag{37}
\end{equation*}
\]

The \(R_{n}\) satisfy the following recursion
\[
\begin{equation*}
R_{n+1}=E-\lambda V_{n}-\frac{1}{R_{n}} \tag{38}
\end{equation*}
\]
and a possible definition of \(\gamma\) is
\[
\begin{equation*}
\gamma=\lim _{N \rightarrow \infty} \frac{1}{N} \sum_{n=1}^{N} \log R_{n} \tag{39}
\end{equation*}
\]

A way of expanding \(\gamma\) around \(\lambda=0\) is to assume that the \(R_{n}\) can be expanded in the following way
\[
\begin{equation*}
R_{n}=A_{n} \exp \left(\lambda B_{n}+\lambda^{2} c_{n}+\ldots\right) \tag{40}
\end{equation*}
\]

Then the recursion (38) gives recursion relations for the \(A_{n}, B_{n}, C_{n}\) etc...
\[
\begin{gather*}
A_{n+1}=E-\frac{1}{A_{n}} \\
A_{n+1} B_{n+1}=-V_{n}+B_{n} / A_{n}  \tag{41}\\
A_{n+1}\left(C_{n+1}+\frac{1}{2} B_{n+1}^{2}\right)=\left(c_{n}-\frac{1}{2} B_{n}^{2}\right) / A_{n}
\end{gather*}
\]

For any complex value of the energy \(E\) which does not belong to the spectrum of the pure system i.e.
\[
\begin{equation*}
E \neq 2 \cos q \text { with } q \text { real } \tag{42}
\end{equation*}
\]
the \(A_{n}\) converge to \(A\) the root (with largest modulus) of
\[
\begin{equation*}
A=E-1 / A \tag{43}
\end{equation*}
\]
and the expansion of \(\gamma\) is given by
\[
\begin{equation*}
\gamma=\log A+\lambda \overline{B_{n}}+\lambda^{2} \overline{C_{n}}+\ldots \tag{44}
\end{equation*}
\]

From (41) one can calculate \(\bar{B}, \bar{C}\) etc \(\ldots\) and for a distribution of \(V_{n}\) with zero mean \(\left\langle V_{n}\right\rangle=0\), one finds
\[
\begin{align*}
\gamma=\log A & -\frac{1}{2} \lambda^{2} \frac{A^{2}}{\left(A^{2}-1\right)^{2}}\left\langle V^{2}\right\rangle \\
& -\frac{1}{2} \lambda^{3} \frac{A^{3}}{\left(A^{2}-1\right)^{3}}\left\langle V^{3}\right\rangle \\
& \left.-\frac{1}{4} \lambda^{4} \frac{A^{4}}{\left(A^{2}-1\right)^{4}}<V^{4}\right\rangle  \tag{45}\\
& \left.-\frac{1}{2} \lambda^{4} \frac{3+2 A^{2}}{A^{4}-1} \frac{1}{\left(A^{2}-1\right)^{4}}<V^{2}\right\rangle^{2}+O\left(\lambda^{5}\right)
\end{align*}
\]

This expansion is valid as soon as condition (42) is satisfied. One sees in this expansion that if one tries to approach energies like \(E= \pm 2\) (i.e. \(A \rightarrow \pm 1\) ) or \(E=0\) (i.e. \(A \rightarrow+i\) ) the expansion (45) becomes singular. Moreover one should expect that if the expansion (45) was pushed further, the denominator ( \(\left.A^{2 n}-1\right)^{-1}\) would appear at
order \(\lambda^{2 n}\) and therefore at all energies of the form \(E=\cos 2 \pi \alpha\) with \(\alpha\) rational, the expansion (45) would become singular.

To expand \(\gamma\) for energies which belong to the spectrum ( \(E=2 \cos q\) for \(q\) real), the easiest way is to work with the stationnary probability \(P(R, E, \lambda)\) of the \(R_{n}\). From the recursion (38) on the \(R_{n}\), one can show that \(P(R, E, \lambda)\) satisfies the following integral equation
\[
\begin{equation*}
P(R, E, \lambda)=\int \rho(V) d V \frac{1}{(E-R-\lambda V)^{2}} P\left(\frac{1}{E-R-\lambda V}, E, \lambda\right) \tag{46}
\end{equation*}
\]
and the Lyapounov exponent \(\gamma\) is given by
\[
\begin{equation*}
\gamma=\int P(R, E, \lambda) d R \log |R| \tag{47}
\end{equation*}
\]

The band edge ( \(\mathrm{E}=2\) )
One can show \({ }^{[12]}\) that in the limit \(E \rightarrow 2\) and \(\lambda \rightarrow 0\), the distribution \(P(R, E, \lambda)\) takes a scaling form
\[
\begin{equation*}
P(R, E, \lambda)=F\left(\frac{R-1}{\lambda^{2 / 3}}, \frac{E-2}{\lambda^{4 / 3}}\right) \tag{48}
\end{equation*}
\]
and that it satisfies a differential equation which can be solved.
For \(E=2\), one finds \({ }^{[12]}\) that for \(\lambda \rightarrow 0\)
\[
\begin{equation*}
\gamma \sim\left(6 \lambda^{2}<v^{2}>\right)^{1 / 3} \frac{\sqrt{\pi}}{2 F\left(\frac{1}{6}\right)}=.2893 \ldots\left(\lambda^{\left.2<v^{2}>\right)^{1 / 3}}\right. \tag{49}
\end{equation*}
\]
and for \(E \rightarrow 2, \gamma\) has the following scaling form
\[
\begin{equation*}
\gamma \sim\left(\lambda^{2}\left\langle V^{2}>\right)^{1 / 3} f\left(\frac{E-2}{\left(\lambda^{2}<v^{2}>\right)^{2 / 3}}\right)\right. \tag{50}
\end{equation*}
\]
where \(f\) is a function which can be calculated.

The band centre \((\mathrm{E}=0)\)
One can also calculate the Lyapounov exponent \(\gamma\) in the limit \(E \rightarrow 0\) and \(\lambda \rightarrow 0\). Again in that limit, one cannot expect the expansion (45) to be valid since the term of order \(\lambda^{4}\) diverges.

One can again solve the integral equation (46) in that 1 imit and one finds that the Lyapournow exponent \(\gamma\) takes again a scaling form
\[
\begin{equation*}
\gamma \sim \lambda^{2}\left\langle\mathrm{~V}^{2}>\mathrm{f}\left(\frac{\mathrm{E}}{\lambda^{2}\left\langle\mathrm{~V}^{2}\right\rangle}\right)\right. \tag{51}
\end{equation*}
\]
where the scaling function \(f\) can be calculated \([11,14]\) for example \(f(0)=\left(\Gamma\left(\frac{3}{4}\right) / \Gamma\left(\frac{1}{4}\right)\right)^{2}\)
and \(f(\infty)=1 / 8\). One sees that for \(E=0\) and \(\lambda \rightarrow 0\), one has
\[
\begin{equation*}
\frac{\gamma}{\lambda^{2}\left\langle V^{2}\right\rangle} \rightarrow f(0)=\left(\frac{\Gamma\left(\frac{3}{4}\right)}{\Gamma\left(\frac{1}{4}\right)}\right)^{2} \simeq .1154 \tag{52}
\end{equation*}
\]
which is in agreement with the result of a Monte carlo calculation [15] but disagrees with what could be expected from formula (45) (which would give \(\gamma / \lambda^{2}\left\langle V^{2}\right\rangle \rightarrow 1 / 8\) ). The limit \(E \rightarrow 1\) has also been calculated recently \([12,16]\) and again, the expansion (45) becomes singular and the result contains a scaling function of (E-1) \(\left./ \lambda^{2}<V^{2}\right\rangle\). Let me just mention here that the expansion (45) can also be done for quasiperiodic potentials, for example
\[
\begin{equation*}
v_{n}=\cos (k n+\varphi) \tag{53}
\end{equation*}
\]
where \(k / 2 \pi\) is irrational.
One finds that up to second order in \(\lambda^{2}\)
\[
\begin{equation*}
\gamma=\log A-\frac{\lambda^{2}}{4} \frac{A^{2}+1}{A^{2}-1} \frac{A^{2}}{A^{4}-2 A^{2} \cos k+1} \tag{54}
\end{equation*}
\]

It is interesting to compare (54) with (45) because in the limit \(E \rightarrow 2\) cos \(q\) (which should be done carefully as discussed above) formula (45) gives a real part to \(\gamma\) indicating that a weak disorder is enough to produce a finite localisation length whereas formula (54) shows, at least at order \(\lambda^{2}\), that the quasiperiodic potential (53) does not localise for \(\lambda\) small.
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\section*{EXACT DISORDER SOLUTIONS}
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The topic of my talk is the discussion of order and disorder trajectories in lattice systems with competing interactions. My main goal is to show that although the mathematical formulation of the problem is extremly simple, the resulting body of physical informations is surprisingly rich. I take the opportunity to give a rather pedagogical presentation of the topic and also to comment on the history of this subject. The seminar is organized as following :
1. Mathematical formulation
2. The scheme of dimensionality reduction
3. General physical properties on and near disorder trajectories
4. Examples: a, Decoupling lines for quantum-spin Hamiltonians at \(\mathrm{T}=0\); b, Crystal growth formalism and disorder lines for Ising and Potts models on a triangular lattice; \(c, ~ P h a s e ~ d i a g r a m ~ o f ~ a n i s o t r o p i c ~ t h r e e-~-~\) dimensional closed packed lattices
5. Further applications and conclusions.
1. Definitions and mathematical formulation : Order and disorder trajectories are trajectories /subspaces/ in the parameter space of lattice systems with competing interactions. In such systems one has not only the usual/thermal/ competition between energy and entropy possibly leading to a phase transition-but also an additional competition between two or more \(T=0\) ground states with different periodicities. Schematically I shall represent a phase diagram in terms of a temperature like parameter \(\tau\) and competition ratio denoted by \(\kappa\). The lattice systems under consideration may be classical statistical systems with short range interactions, quantum spin Hamiltonians at \(T=0\) or lattice gauge systems with mixed actions. A disorder/order/trajectory is a \(\tau_{D}(k)\) line in this phase diagram with well defined properties/see section 3 , lying entirely into a disordered/paramagnetic of fluid/ phase or, respectively, into on ordered phase For some models the partition function and some correlation functions can be determined exactly along these trajectories and this is the point of view I would like to put forward here. A given model with competing interactions may have or may have not an exact solution along some trajectory on the ( \(\tau, k\) )-space. According to my experience, however, is much easier to inverse the problem and to construct that class of models which does have an
exact solution/I mean here ground state properties of Hamiltonians or transfer matrices/. To make this point clear let me present the simplest possible example. Consider a one-dimensional Schrödinger--equation:
\[
\begin{equation*}
{ }_{H \psi_{n}}=\left[-\frac{1}{2} \partial_{x}^{2}+U(x)\right] \Psi_{n}=E_{n} \Psi_{n} \tag{1}
\end{equation*}
\]

The inverse problem in this case is to /re/construct the Hamiltonian operator from the known \(\left\{\psi_{n}\right\}\) set. This question was solved long ago by the french mathematician Darboux \({ }^{1}\). Assume that one has a discrete non-degenerate nodeless ground state
\[
\begin{equation*}
\Psi_{0}(x)=e^{-\phi(x)} \tag{2}
\end{equation*}
\]
where \(\phi(x)\) is some given function and \(\psi_{o}\) is normalizable. An elementary calculation shows that (2) is the ground state if \(U(x)=E_{o}-\frac{1}{2} \phi^{\prime \prime}+\frac{1}{2} \phi^{\prime 2}\) thus
\[
\begin{equation*}
\overline{\mathrm{H}} \equiv-\frac{1}{2} \partial_{\mathrm{x}}^{2}+\frac{1}{2} \phi^{\prime 2}-\frac{1}{2} \phi^{\prime \prime}-\mathrm{E}_{\mathrm{O}}=\frac{1}{2} A A^{\dagger} \tag{3}
\end{equation*}
\]
is a semi-positive definite operator with \(\bar{E}_{0}=0\) and \(\Psi_{0}(x)=\Psi_{0}(x)\), \(\hat{A}=\partial_{x}-\phi^{\prime}\).
This factorization was known already by Schrödinger \({ }^{2}\) himself and this "ground-state representation" is very useful \({ }^{3}\) in constructing a supersymmetric quantum mechanics \({ }^{4}\). What is important for our pourpose, however, is the observation that the Schrödinger-equation in purely imaginary time can be considered as a Liouville time-evolution operator under the action of which any \(\psi_{t}\) relaxes to the unique stationary state \(\Psi_{0}\).

This idea can be generalized to any transfer matrix corresponding to classical statistical models with short range interactions. Since in the spin-basis the elements of the transfer matrix are Boltzmannweights the matrix is non-negative and according to the Frobeniustheorem the eigenvector corresponding to the largest eigenvalue is nodeless:
\[
\begin{equation*}
\hat{T} \psi_{0}=\lambda_{0} \psi_{0}, \quad\left(\psi_{0}\right\rangle_{i}>0 \tag{4}
\end{equation*}
\]

Assuming that \(\Psi_{o}\) is known the similarity transformation
\[
P=\frac{1}{\lambda_{0}}\left[\begin{array}{ll}
\ddots & \left(\Psi_{0}-1\right.  \tag{5}\\
& \\
& \\
& \\
&
\end{array}\right]\left[\begin{array}{ll}
i
\end{array}\right]\left[\begin{array}{ll}
\ddots & \\
\left(\Psi_{0}\right)_{i} & \\
& \\
& \\
& \\
&
\end{array}\right]
\]
defines a stochastic \(P\) matrix. Again, this operator can be interpreted as a time-evolution operator leaving the ground state \(\Psi_{0}\) invariant by construction.

\section*{2. Dimensionality reduction}

We are now in the position to present the general construction scheme. Our choice \(\left\langle f \Psi_{0} \underline{\alpha}\right.\) will be such as that
\[
\begin{equation*}
\left(\Psi_{0}, \Psi_{0}\right) \equiv z_{\underline{\alpha}} \tag{6}
\end{equation*}
\]
where \(Z_{\underline{\alpha}}\) is the partition function of some fictitious /I shall call it underlying/ system. \(\underline{\alpha}\) is some free parameter-set characterizing the underlying system. Any equal-time operator has then the ground-state expectation value:
\[
\begin{equation*}
\langle\hat{O}\rangle=\left(\Psi_{0}, \hat{O}_{o}\right) \tag{7}
\end{equation*}
\]

Since the partition function (6) represents a "row" spin-system its dimensionality is less than the dimensionality of the original model represented by the transfer matrix \(T\). This dimensionality reduction may be of two kinds: \(d \rightarrow d-1\) or \(d \rightarrow O\) dimensionality reduction. The scheme of the dimensionality reduction is shown below

/ L -stands for a Liouville-type time evolution operator /
In this scheme quite different parts of the statistical and quantum physics are present, is thus not unexpected to find many independent and parallel discoveries of the disorder trajectory phenomena.

I should mention first the extensive work of Stephenson \({ }^{5}\) /1964,1966,1970/ who solved exactly one - and two - dimensional Ising models with competing interactions and observed the presence of disorder points. At this disorder points some correlation functions simplified spectacularly and also the pattern of correlations changed. Such behaviour was reported also in other exactly soluble free-fermion models \({ }^{6}\), although the dimensionality reduction was not yet realized and exploited in full. This first decade was followed by very interesting work on an apparently quite different field, namely the field of crystal growth. Wellberry and Galbraith \({ }^{7} / 1973,75 /\) and many others initiated the study of stochastic crystal growth models, some of them being amenable to exact solutions. Enting \({ }^{8}\) and Verhagen \({ }^{9}\) deserve the merit to have made the connections between these exactly soluble crystal growth models and disorder phenomena in Ising spin systems
with competing interactions.
Independently, Peschel and Emery \({ }^{10}\) realized the lower part of the dimensional-reduction scheme in the context of the two-dimensional axial next-to-nearest-neighbour Ising /ANNNI/ model and their work helped significantly to clarify the phase diagram of the 2D ANNNImodel. Myself I simplified and generalized the Peschel and Emery method \({ }^{l l, l 2}\) and later using the crystal growth representation \(I\) did a rather complete classification of disorder lines in two-dimensional models \(^{13}\). Very recently interest on cellular automata \({ }^{14}\) models /which are equivalent to crystal growth models/ have again led to the rediscovery of disorder type solution \({ }^{15}\) also in three-dimensional models \({ }^{16}\).

Among the most interesting applications of these results stand the calculation of the generating function of oriented lattice animals in two- and three dimensions by Dhar \({ }^{17}\).
3. Physical properties near and on disorder trajectories.

\section*{3a. Phase diagrams}

One of the main informations one obtains from the presence of such disorder /order/ trajectories pertain to the degeneracy of the ground state. If the ground state is not degenerate the trajectory \(\tau_{D}(K)\) should be on the paramagnetic phase. If the ground state is degenerate one has an order line and \(\tau_{0}(K)\) lies on an ordered phase /see Section 4c/.

\section*{3b. Change in the pattern of correlations}

From exactly soluble models one knows that along the axis of competition
\[
\begin{equation*}
\left\langle s_{0} s_{R}\right\rangle_{\|}^{\sim} \quad \underset{R}{\sim} \quad R^{-\alpha} \quad \exp \left(-R / \xi_{\|}\right) \quad \text { if } \quad \tau>\tau_{D}(K) \tag{8}
\end{equation*}
\]
but
\[
\begin{equation*}
\left\langle s_{0} s_{R}\right\rangle_{\|}^{\sim} \quad \underset{R \rightarrow \infty}{\sim} \quad R^{-\alpha} \cos q(\kappa, \tau) \exp \left(-R / \xi_{\|}\right) \text {if } \tau<\tau_{D}(K) \tag{9}
\end{equation*}
\]

Here \(\alpha\) is the Ornstein-Zernicke exponent, \(q(k, \tau)\) is in general a continuous function of ( \(K, \tau\) ) . For this reason one calls this region oscillatory or incommensurate disordered /ordered/ phase. Note that sometimesthedisorder line is defined by the \(\tau(k)\) trajectory where the maximum of the structure factor
\[
\begin{equation*}
s\left(\underline{k}_{\|}\right)=\sum_{\underline{R}} \quad<\underline{s}_{o}{ }^{s_{R}} \underline{R}_{\|} e^{i \underline{k} \| \underline{R}} \tag{10}
\end{equation*}
\]
moves from \(k_{\|}=0\) to some \(\underline{k}_{\|} \neq 0\) value. This trajectory is different from our definition, based on the \(R \rightarrow \infty\) behaviour of the spin-spin correlations.

3c. Singular behaviour along the disorder trajectory
\[
\begin{array}{ll}
\xi_{\|} \sim\left(\tau_{D} \tau_{D}^{C}(\kappa)\right)^{-v_{\|}} & v_{\|}=v \quad \text { in the underlying } \\
\text { model }
\end{array}
\]
\(\tau \begin{aligned} & C \\ & D\end{aligned}\) : critical point in the underlying model
\(Z\) : critical dynamic exponent /Ruján \({ }^{l l}\),1982/
Using hyperscaling Domany \({ }^{16}\) /1984/ predicted
\[
\begin{equation*}
z=(2+\alpha) v \quad \text { in the underlying model } \tag{13}
\end{equation*}
\]

Since in general \(\psi_{\|} \neq \nu_{\perp}\) one has anisotropic scaling at \(\tau_{D}^{C}(\kappa)\) and it is tempting to identify it as a Lifshitz-point/multicritical point at the common border of a disordered, an ordered and a incommensurate phasel.

\section*{3d. Exact solutions, analytic continuations}

As already explained if \(\tau=\tau_{D}(K)\) one is able to calculate \(Z\), \(<s_{0} s_{R}\) as long as \(\left(\Psi_{0}, \Psi_{0}\right),\left(\Psi_{0}, \hat{S}_{0} \hat{S}_{R} \Psi_{0}\right)\) can be calculated exactly. These solutions can be analytically continued in the parameter set \(\underline{\alpha}\) until \(Z_{\underline{\alpha}}=\left(\Psi_{0}, \Psi_{0}\right)\) hits the Lee-Yang singularity edge /this happens for oriented lattice animals - see Dhar \({ }^{17}\) /. A different possibility is to use the matrix inversion relations \({ }^{18}\) as recently done for

2D Potts models \({ }^{19}\). In two-dimensions the fully integrable models do exhibit disorder solutions. It would be of interest to known which are the three-dimensional models with "disorder" solutions satisfying also the tetrahedron-equations.

\section*{4. Examples}

4a. Decoupling/order/ lines in a general l/2-spin Heisenberg model at \(\mathrm{T}=0\)

\section*{Consider the Hamiltonian:}
and the following Ansatz for \(\psi_{0}\) :
\[
\begin{equation*}
\left|\Psi_{0}\right\rangle=\exp \left(\frac{\alpha}{2} \Sigma \sigma_{\underline{r}}^{z}\right)\left|O_{+}\right\rangle ; \quad \sigma_{\underline{r}}^{\mathbf{x}}\left|O_{ \pm}\right\rangle= \pm\left|O_{ \pm}\right\rangle \forall \underline{r} \tag{15}
\end{equation*}
\]
where \(\sigma^{\mathbf{X}}, \sigma^{Y}, \sigma^{\mathbf{Z}}\) are the usual Pauli matrices.
Then
\[
H\left|\Psi_{0}\right\rangle=-e^{\frac{\alpha}{2} \sum \sigma_{\underline{r}}^{z} \sum_{\left\langle\underline{r}, \underline{r}^{\prime}\right\rangle}^{\Sigma}\{\underbrace{\left[a+b \Sigma \sigma_{\underline{\alpha}}^{z}+c \sum \sigma_{\underline{\alpha}}^{z} \sigma_{\underline{\beta}}^{z}+\ldots\right]}_{\text {local terms involving }}+v\left[\sigma^{z}\right]\} j O_{+}\rangle}
\]

In one-dimension
\[
\begin{align*}
& \quad H=-\sum_{j}\left\{J\left[(1+\gamma) \sigma_{j}^{\mathbf{x}} \sigma_{j+1}^{\mathbf{x}}+(1-\gamma) \sigma_{j}^{Y} \sigma_{j+1}^{Y}+\Delta \sigma_{j}^{z} \underset{j+1}{z}\right]+h\left(\sigma_{j}^{z}+\sigma_{j+1}^{z}\right)\right\}  \tag{16}\\
& \text { decouples /has } \psi_{0} \text { of form (15) } / \text { if }
\end{align*}
\]
\[
\gamma^{2}+\left(\frac{h}{J}\right)^{2}=(\Delta-1)^{2}
\]
\[
\begin{equation*}
\Delta<1-\gamma \quad \mid \alpha \text { is real } / \tag{17}
\end{equation*}
\]

Also because of the structure of (14) \(\quad\left|\Psi_{0}\right\rangle\) is degenerate with
\[
\begin{equation*}
\left.\bar{\Psi}_{o}\right\rangle=e^{\frac{\alpha}{2} \Sigma \sigma_{r}^{z}}\left|0_{-}\right\rangle \tag{18}
\end{equation*}
\]


The \(\Delta=0\) plane is the free-fermion plane. Within the cone one has oscillating correlations /incommensurate ferromagnetic phase/ while outside the cone they are monotonically decaying. Within the cone and at \(\gamma=0\) one expects a truly incommensurate phase. Now consider the Hamiltonian (16) with \(\Delta=0\) but \(\gamma_{j}=p \delta\left(\gamma_{j}-\gamma_{0}\right)+(1-p) \delta\left(\gamma_{j}+\gamma_{0}\right)\) \(h_{j}=q \delta\left(h_{j}-h_{o}\right)+(1-q) \delta\left(h_{j}+h_{o}\right)\) quenched probability distributions. Obviously if \(\gamma_{o}^{2}+h_{o}^{2}=1\) Eq. (17) is satisfied and one may calculate exactly the ground state properties of this random Hamiltonian on the
one recovers the original Ansatz-layer. Moreover, the correlations between even-spins/t=l row/ are the same as between odd-spins /t=0 row/ . Proceeding further with the construction of the crystal using the "detailed balance" rule (21) one gets a "twodimensional" crystal where the spin-spin correlation on \(t=\) constant equal time rows are the same and are those of the original Ansatzlayer. For the form (21) one gets the disorder solution on the antiferromagnetic \(\Delta\) Ising model \({ }^{5}\). If one includes also an external field one has the following phase diagram


One has a \(2 x l\) ordered and a \(3 x l\) ordered phase as well as an incommensurate IC phase and a ferromagnetically disordered \(C L=\) commensurate-liquid phase where the correlatins are of the form
\[
\left\langle s_{0} s_{R}\right\rangle \quad \underset{R \rightarrow \infty}{\sim} \quad(-1)^{R} \quad R^{-1 / 2} \quad e^{-R / \xi} \quad \text { in } C L
\]
order line. The procedure can be generalized to higher dimensions. An example of a \(3+1\)-dimensional \(Z_{2}\) gauge lattice theory on a disorder line has been presented by Rujân and Patkós \({ }^{12}\).

\section*{4b. Stochastic crystal growth alias cellular automata}


One has a stochastic /Markov/ process:


Although the dynamic properties of such systems are very interesting \({ }^{14,20}\) we treat here only equilibrium properties. Consider the Ansatz-layer /a row of Ising spins/


Summing out exactly/iteration/the even or odd spins one obtains a new row of spins with half of spins left and with an effective coupling \(K_{3}(\alpha, \beta)=\frac{1}{2} \ln \frac{\cosh (\alpha+\beta)}{\cosh (\alpha-\beta)}\). Thus the probability distributions of even and dd spins are identical. Imagine now the inverse operation: start with the odd spins distributed according to the effective coupling \(\mathrm{K}_{3}\) and decorate

the chain in the manner shown above. If the decoration is made such as
\[
\begin{equation*}
p\left(s_{2 j} \mid s_{2 j-1}, s_{2 j+1}\right)=e^{\alpha s_{2 j} s_{2 j+1}+\beta s_{2 j-1} s_{2 j}} / 2 \cosh \left(\alpha s_{2 j+1}+\beta s_{2 j-1}\right) \tag{21}
\end{equation*}
\]
divided by a disorder line from the disordered ICL = incommensurate liquid phase characterized by modulated correlations:
\[
<s_{0} s_{R}>\quad \underset{R \rightarrow \infty}{\sim} \cos (\underline{q}(h, \tau) \underline{R}) \quad R^{-1 / 2} e^{-R / \xi} \text { in ICL. }
\]

On the disorder line the correlations are one-dimensional
\[
\left\langle s_{0} s_{R}\right\rangle=e^{-R / \xi} \quad \forall R \quad!
\]

Note that the slope of the IC-boundary at the \(h_{c_{2}}\) point corresponds to the critical activity of the exactly soluble hard hexagon model.

The procedure is easily generalized to q-state spin models. For the isotropic potts model on a \(\Delta\)-lattice one obtains a \(T_{D} q \neq 0\) disorder point for \(0<q<2 \quad\left(T_{D}(q=2)=0 ; T_{D}(q=0)=\infty\right)\) which may indicate that the critical point \(T_{C}<T_{D}\) moved also to \(T_{c}>0\) temperatures.

\section*{4c. Possible phase diagram of closed packed three-dimensional lattices}

The simplest generalization of the \(\Delta\)-lattice to three dimensions consistsoik closed packed lattices. Consider hexagonal planes which are shifted on each other as shown below by the \(0, \square\) and \(x\) lattice points. Calling the planes denoted by 0,0 , and \(x\) as \(A, B, C\) one may form closed packed 3D lattices as regular sequences of \(A, B, C\) planes /ABAB.... = closed packed hexagonal, \(A B C A B C . . .=\) fcc lattice/. For our models it is not important to have regular sequences, only that the nn. coupling between planes \(K_{o}\) should be different than the intraplane nn. coupling \(K_{1}\). If one choses as Ansatz a 2D honeycomb lattice the same calculation as in two-dimensions leads to the trajectory 8,16
\[
\begin{equation*}
\mathrm{K}_{1}=-\frac{1}{4} \ln \frac{\cosh 3 \mathrm{~K}_{\mathrm{o}}}{\cosh \mathrm{~K}_{\mathrm{o}}} \tag{22}
\end{equation*}
\]

This trajectory is not strictly speaking a disorder line since if \(K_{o}<K_{C}^{h e x}\) the ground state is unique/disorder/ while for \(K_{o}>K_{C}^{h e x}\) it is /at least/ twice degenerate. The phase diagram of such a closed packed system is schematically shown below


One expects a ferromagnetic ordered phase where the magnetization points perpendicular to the hexagonal planes. If \(k=0\) one expects an usual 3D-type Ising transition between the disordered and the ordered phase \(\tau_{c}^{3 D}\). At \(\tau=0\) one may show that for \(k>1 / 2\) the minimal energy is obtained for \(m_{z}=0\) configurations while for \(k \rightarrow \infty\) one has decoupled antiferromagnetic \(\Delta\) planes whose critical point is at \(\tau_{c}^{\Delta}=0\). When the underlying model /here the 2 D honeycomb Ising model/ undergoes a phase transition \(K_{o}=K_{c}^{h e x}\) the disorder line ends up probably on a Lifshitz-type multicritical point whith anisotropic scaling and for \(K_{o}>K_{c}^{h e x}\) it probably follows the ferromagnetic phase boundary. We think that the line \(\tau=0, \quad k>\frac{1}{2}\) is a critical line, possibly with varying critical exponents. The possibility of a truly incommensurate phase as indicated in the figure is not ruled out by RG-arguments and seems quite plausible. Note that the presence of the (22) trajectory rules out the possibility of a "chiral" transition 21 between \(\tau_{c}^{3 D}\) and \(L\). I think that these models deserve further work on view of their possible experimental realization in intercalated conpounds.

\section*{5. Conclusions}

In conclusion we have seen that sometimes quite simple mathematics may lead to a rich body of physical informations. I think that new interesting results can be obtained through different analytic continuation of these calculations. It would be also useful to use more sophisticated Ansatze as well as to consider the dynamic poperties of systems with competing interactions.
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\section*{1- INTRODUCTION}

A Coulomb system is a system of identical spinless particles of charges \(\pm\) e interacting via the Coulomb potential
It will be therefore a very rough approximation of a pure system of particles (for instance ions and electrons) interacting through the e.m. interactions. The most relevant approximations are :
1) Relativistic effects are neglected
2) Particles with opposite charges are equal on any other respect
3) The spin dependent interactions are neglected
4) Interaction with the radiation field is neglected.

Therefore the models we want to discuss are a caricature of these models but neverthe less they present interesting features and have a very rich structure. The interaction is a two-body interaction : the potential is
\[
V(x)= \begin{cases}\frac{1}{2}|x| & d=1  \tag{1}\\ \frac{1}{2} \pi \ln \left(\frac{1}{|x|}\right) & d=2 \\ \frac{1}{4 \pi} \frac{1}{|x|} & d=3\end{cases}
\]

The first problem to face is to give a meaning to this system as a statistical mechanics system : this essentially means we have to control :
a) the ultraviolet problem (stability problem) (short distance)
b) the infrared problem (thermodynamic limit) (long-distance)
```
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To control the stability problem means that we want the model to be such to prevent collapse of infinite particles in finite regions. Otherwise the model is not suited to be a reasonable approximation of systems when collapse is not present.

If. vice-versa. in our model some form of collpase is produced we want to control it and have a physical explanation of it. This is exactly what happens in a certain range of the temperature in the \(d=2\) case. as will bediscussed indetall later.

There are different non equivalent definitions of stability all amounting to give a meaning to the partition function of the system in the grand canonical ensemble.

H-stability: a system is sald \(H\)-stable if for any positive integer \(N\). calling \(H^{(N)}\) the Interaction energy of \(N\) particles. for any configuration the following Inequallty holds :
\[
\begin{equation*}
H^{(N)}\left(q_{1} \ldots . q_{N}\right)>- \text { const. } N \tag{2}
\end{equation*}
\]
the constant being uniform in N .

It is very easy to prove that for \(d>2\) a clessical Coulomb gas is never \(H\) stable.
(The analogous of H-stablity is proved in the quantum domains provided one of the two particie species is fermionic. (Dyson-Lenard : Lleb) [1]).

Nevertheless there is another notion of stabllity. equally basic for statistical mechanics which is the notion of \({ }^{\boldsymbol{J}}\)-stabllity, we are golng to define now :

Let's call \(\because\) the grand canonical partition function for a Coulomb system at a certain "temperature" \(\beta\) and activity \(z\). Then we will say that the system is \({ }^{\prime} \mathcal{\Xi}\)-stable if


The situation is therefore the following :

\section*{Classical case}

Classical Coulomb gas are not \(H\)-stable for \(d \geqslant 2\).
Classical Coulomb gas are \(\Sigma\)-stable (in some Interval
of temperature and in some approprlate meaning) in \(d=2\).
Classical Coulomb gas are not \(\Xi-3 t a b l e\) in \(d=3\).

\section*{Quantum case}
\(d=3\) : If the negative charged particies are fermions. H-stability is satisfied (Dyson-Lenard) :

If all the particies are bosons. there is no H-stability.

Of course an ultraviolet cutoff implies H-stability and also \(\Xi\)-stability.

In the second part of my talk I shall be interested mainly on the problem of the -stability for the classical Coulomb gas in \(d=2\).

For this aspect the \(d=2\) case is the most interesting one, as only in this Case it is possible elther having or not having \(\Xi \mathbf{- s t a b i l i t y}\), depending on the value of \(\beta\).

The reason of that is that the Coulomb potential. for \(d=2\). is logarithmic. This implies that the Gibbs factor diverges. due to the absence of H-stablity as a power ( for some configurations). This divergence can be compensated by the entropy factor (which essentially counts the number of configurations of a certain type) provided \(\beta\) is not too large providing therefore the \(u . v\). stablity.

This mechanism vice-versa cannot be produced In \(d=3\) as in this case the Coulomb potential as \(r \rightarrow 0\) diverges as \(1 / r\) producing a Gibbs factor diverging logarithmically and therefore the entropy cannot compensate its divergence.

Once the complexity of the \(d=2\) case is clear: let's remind which are the known results :
\(\Xi-\) stability has been proved by Frohlich [2] for \(\alpha^{2} \equiv \beta e^{2}<4 \pi\).

Subsequently this result has been extended in a couple of papers by (Benfatto. Gallavottl and Nicolo) and by (F. Nicolo) In the interval of \(\alpha^{2}\) : [ 4 m .8 II ] in the following sense. Neglecting the infrared problem or if one prefers In aflinite volume or in the Yakawa gas case. the u.v. stablity of the Coulomb gas ls still true up to 8H-E provided we modify the partition function in an approprlate way subtracting to it some (constant) counterterms.

The physical interpretation of this phenomenon is the following : between \(4 \Pi\) and \(8 \Pi\) there is an infinite sequence of thresholds given by the following expression :
\[
\begin{equation*}
\alpha_{2 n}^{2}=8 \pi\left(1-\frac{1}{2 n}\right) \tag{4}
\end{equation*}
\]
which corresponds to partlal collapse of the Coulomb (or Yakawa) gas in the following sense :
for \(\alpha^{2} \in[4 \pi, 6 \pi] \equiv\left[\alpha_{2}^{2} \cdot \alpha_{4}^{2}\right)\) the gas particles tend to collapse forming microscopic dipoles. therefore in this temperature Interval it can be thought as a gas of free charges in a sea of microscopic dipoles. of infinite density :
for \(\alpha^{2} \in\left[6 \Pi, \frac{20 \pi}{3}\right]=\left[\alpha^{2}, \alpha_{5}^{2}\right.\) ) the particies tend to form also microscopic quadripoles. the partition function describing therefore a gas of charged particles in a sea of dipoles and quadripoles. It is therefore obvious how to extend this argument to every interval \(\left[\alpha^{2} 2 n, \alpha_{2}^{2}(n+1)\right.\) ).

As \(n \longrightarrow \infty \ln (4) \alpha_{2}^{2} n \longrightarrow 8 \Pi\) and therefore above this value all the possible multipoles are formed. we are in a situation of complete collapse. the partition function diverges and we have not any more a statistic description of our collapsed system.

These infinite sequences of partial collapses are interesting for many reasons :
a) In their own as describing a short distance phenomenon of the d=2 Coulomb (Yukawa) gas.
b) As a renormalization phenomenon in the associated Sine-Gordon field theory.
c) As these thresholds appear also to play an interesting role in the infrared problem.

Let's therefore, before discussing a) . b) . c) in some detalls. discuss some generalities of the infrared problem.

\section*{The infrared problem}

The basic results concerning the thermodynamic limit are due to Lieb and Lebowitz [4]. which essentially proved in a beautiful paper the existence of thermodynamic functions. although the Coulomb potential decreases so slowly as \(r \rightarrow \infty\) . This is essentlally due to the screening properties of these systems (quantum case). (Neutrality assumption is required).

In the classical case the more interesting results are the following :
a) Debye screening

This result is true for classical Coulomb systems in \(d=2.3\) and has been proved In a series of paper by Brydges and Brydges and Federbush (see also Imbrie) [5].

This result has been proved for \(\beta \ll\) and activity \(Z \ll\) (dilute gas).
The screening manlfests itself In the fact that the correlation functions have exponential cluster properties.

The Debye screening has the effect that everything works as if the Coulomb interaction decays exponentially as \(r \rightarrow \infty\). "therefore the effect of the Debye screening is that of producing a mass". in fleld theory language, in the propagator.

This situation describes a "phase" of the d=2 Coulomb gas which is calied plasmaphase. when the particles form a plasma and tend to screen one each other.

If we go to low temperature ( \(\beta \gg\) ) there is a \(\beta_{C}\) finite above which the Coulomb gas is present in different phase : the dipole phase.
b) The Koesterliliz-Thouless phase

The dipole phase is characterized by the fact that the particles tend to form the "neutral multipoles" among which neutral dipoles may be expected the dominant configurations of the gas.

The Coulomb gas in this reglon of \(\beta\) and \(Z\) is therefore similar to a dipole gas.

It has been proved by Frohlich and Spencer [6] that dipole gas have correlations with power law decay l.e. Debye screening breaks down at low temperatures. This is proved to be true also for the Coulomb gas.

Therefore in this phase, often called the Koesterlitz-Thouless phase, we have a power decay for the correlation functions.

The existence of this phase has been proved for \(\beta \gg\) but the common wisdom says that the temperature at which this transition takes place corresponds to \(\boldsymbol{\alpha}^{2}\) \(=8 \Pi\).

Now that a dipole phase existis due to the fact that the Gibbs factor for a dipole of length I tends to 0 as \(1 \longrightarrow \infty\) which means that lf \(\beta\) is large enough the average value of \(I\) is finite and therefore a relevant weight have the "finlte size dipole" configurations.

This is not possible in \(d=3\) which again implies that. \(\forall \beta\). all neutral multipoles are unstable.

Let's now shortly recall how the existence of the Koesterlitz-Thouless transition is proved by Frohlich and Spencer in [6].

The proof of the K.T. transition is based on the following facts :
a) The order parameter for the Coulomb gas will be the average of the fractional charge density \(<e^{c \alpha \Phi(0)}>\quad\) (in the Sine Gordon formalism) The existence of different phases will mean that
\[
<e^{i \alpha \Phi(0)}>\neq 0 \quad(\alpha<1) \quad \text { in the plasma phase }
\]
\[
<e^{i \alpha \Phi(0)}>=0 \quad \text { in the dipole phase }
\]
b) It is proved that for \(d=2\) at any \(\beta\) there is the following lower bound
\[
\left\langle e^{i \alpha(\Phi(x)-\Phi(0))}\right\rangle \geqslant O\left(|x|^{-\alpha^{2} \beta / 2 \pi}\right)
\]
(Park-Frohlich) [7].
c) For small a we have the exponential decay of truncated correlation functions (Brydges) [5] therefore :
\[
<e^{i \alpha(\Phi(x)-\Phi(0))}>\underset{|x| \rightarrow \infty}{ } 0 \text { exponentially }
\]
d) b) +c) Imply that
\[
<e^{i \alpha(\Phi(x)-\Phi(0))}>\underset{|x| \rightarrow \infty}{ }<e^{i \alpha \Phi(0)}>^{2} \neq 0
\]
e) For \(\beta\) large Frohlich and Spencer prove that
\[
\left.<e^{i \alpha(\Phi(x)-\Phi(0))}\right\rangle \leq \operatorname{cst}(1+|x|)^{-\alpha^{2} \beta / 2 \pi}
\]
f) e) implies that \(\left\langle e^{i \alpha \Phi(0)}\right\rangle=0\) for \(\left.\left.\beta\right\rangle\right\rangle\).

The next result I want to discuss has been conjectured and recently
proved by G. Gallavotti. J. Lebowitz and myself [8].
To describe it in detall we have to introduce the general formalism with which we are going to study the Coulomb gas in \(d=2\). What can we say at this moment is the following.

Although \(8 \Pi\) is. In a sense we have to specify. the starting temperature for the K. T. phase the interval [ 4 II. 8 II ] seems to represent a region of the phase space where the Coulomb gas is in a sort of mixing phase between the pure plasma and the pure multipole one : this means the following.

We can identify in this interval an infinite sequence of threshoids
\[
\begin{equation*}
\alpha_{2 n}^{2}=8 \pi\left(1-\frac{1}{2 n}\right) \tag{5}
\end{equation*}
\]
(exactly the same as for the ultraviolet problem () which have the following properties :

For \(\alpha^{2}\) ) \(8 \Pi\) the gas (neutral) is formed by all possible multipoles (of finile size). When \(\alpha^{2}<\alpha^{2}{ }_{2} n\) then only the multipoles made by \(\leqslant 2 n\) particles are stlll stable while all the remaining ones are broken.
For \(\boldsymbol{\alpha}^{2}<\alpha^{2}{ }_{2}=4 \Pi\) there are no stable multipoles and we are in the pure plasma phase.

What I am going to discuss in the following is the \(\Xi\)-stablity in the Interval [4I. 8 I) (ultraviolet problem) and the existence and properties of this mixed phase region in the infrared problem.

To do that we have first of all introduced the Slegert transformation to transform this problem in a field theory problem.

\section*{2 - THE SINE GORDON TRANSFORMATION}

Let's exploit the connexion between the Coulomb gas and the Sine Gordon theory.

Let's define a gaussian random field \(\varphi(\xi)\). formally, as a field with covariance \(C(\xi, \eta)\) and let's consider the following partition function :
\[
\begin{equation*}
Z_{\Lambda}(\beta, \lambda)=\int d \mu(\varphi) e^{2 \lambda \int_{\Lambda}: \cos \alpha \varphi(\xi): d^{2} \xi} \tag{6}
\end{equation*}
\]
where \(\alpha^{2}=\beta e^{2}\). \(d \mu\) is the gaussian measure associated to the covariance C . \(\lambda\) is the "coupling constant" of the theory.

Expanding \(Z_{\lambda}\) in power of \(\lambda\) we get:
\(Z_{\Lambda}(\beta, \lambda)=\sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!} \sum_{\sigma_{1}} \sigma_{n} d \xi_{\Lambda_{1}} \ldots d \xi_{n} \int: e^{i \alpha \sigma_{1} \varphi\left(\xi_{1}\right)}: \ldots e^{i \alpha \sigma_{n} \varphi\left(\xi_{n}\right)}: d \mu(\varphi) \quad\) (7)
where \(: e^{i \alpha \varphi(\xi)}: \equiv \sum_{k=0}^{\infty} \frac{(i \alpha)^{k}}{k!}: \varphi_{(\xi)}^{k}:=\frac{e^{i \alpha \varphi(\xi)}}{\left\langle e^{i \alpha \varphi(\xi)}\right\rangle}\)

It is easy to realize that :
\(\left\langle: e^{i \alpha \sigma_{1} \varphi\left(\xi_{1}\right)}: \ldots ; e^{i \alpha \sigma_{n} \varphi\left(\xi_{n}\right)}:\right\rangle=e^{-\alpha \sum_{i<j} \sigma_{i} \sigma_{j} C\left(\xi_{i}, \xi_{j}\right)}\)
and therefore
\(Z_{\Lambda}(\beta, \lambda)=\sum_{n=0}^{\infty} \frac{\lambda^{n}}{n!} \sum_{\sigma_{1} \ldots \sigma_{n}} \int_{\Lambda^{n}} d \xi_{1} \ldots d \xi_{n} e^{-\alpha \sum_{i \alpha j} \sigma_{i} \sigma_{j} C\left(\xi_{i}, \xi_{j}\right)}\)
which is the partition function for a charged gas (of charges \(\pm e\) ) whose potential is:
\[
\begin{equation*}
V\left(\xi_{i}, \xi_{j}\right)=C\left(\xi_{i}, \xi_{j}\right) \tag{11}
\end{equation*}
\]
therefore if \(C\) is \((-\Delta)^{-1}\) it follows that as
\[
\begin{equation*}
(-\Delta)^{-1}(\xi, \eta)=\frac{1}{2 \pi} \ln \frac{1}{|\xi-\eta|} \tag{12}
\end{equation*}
\]
is just the Coulomb interaction.
This Sine-Gordon field theory describes the Coulomb gas.
This is still formal from the side of the fleld theory as \((-\Delta)^{-1}\) is not a well defined covariance. In fact \(\frac{1}{2 \pi} \ln \frac{1}{|\xi-\eta|} \quad\) diverges both when
\[
|\xi-\eta| \rightarrow 0 \text { and }|\xi-\eta| \rightarrow \infty
\]
and we need, therefore, to introduce some regularizations. At this point it is also clear that we need a regularization to control the short distance behaviour and another one to control the long distance behaviour.

This can be obtained in different ways a clear and instructive one will be the following : substitute \(1 / p^{2}\), associated to \(\left(\widetilde{\Delta}^{-1}\right)\) with
\[
\begin{equation*}
\hat{C}^{(-Q, N)}(p)=\frac{1}{p^{2}+\gamma^{-2 Q}}-\frac{1}{p^{2}+\gamma^{2 N}} \quad, \gamma>1 \tag{13}
\end{equation*}
\]
which clearly reproduces \(1 / p^{2}\) when \(Q \rightarrow \infty\) and \(N \rightarrow \infty\).
Let's make the following remark :

\(C^{(-Q, N)}(0)=\frac{1}{2 \pi} \ln \left(\gamma^{2 N} \gamma^{2 Q}\right)\)

Which implles that \(\gamma^{-Q}\) plays the role of a mass making the long distance behaviour decaying exponentlaliy [some dimensional constants have been set=1. In otherwords \(\left.\left[\gamma^{Q}\right]=\left[L^{+1}\right], \quad\left[\gamma^{N}\right]=\left[L^{-1}\right]\right]\).
while \(\gamma^{2 N}\) plays the role of a cutoff stabilizing the u.v. behaviour.

The Coulomb gas with the right short distance properties and long distance properties are obtained when we remove both the cutoffs but one should accept that:

If one wants to study the short distance behaviour of the gas (ultraviolet problem). it should be enough to remove the ultraviolet cutoff. if one wants to study the long distance behaviour it would be enough to remove the infrared cutoff.

Therefore to study the ultraviolet problem we shall keep \(\quad \gamma^{-Q} \quad f i-_{-}\) xed (for instance \(\boldsymbol{y = 1}\) ) and we shall study the following partition function
\[
\begin{equation*}
Z_{\Lambda}^{(N)}(\beta, \lambda)=\int d \mu\left(\varphi^{[\leqslant N]}\right) e^{2 \lambda \int_{\Lambda}: \cos \alpha \varphi^{[\leqslant N]}(\xi): d^{2} \xi} \tag{15}
\end{equation*}
\]
where \(\varphi^{[\leqslant N]}\) is the Gaussian fleld with covarlance
\(C^{(N)}(\xi, \eta)=\frac{1}{(2 \pi)^{2}} \int d^{2} p e^{i p \cdot(\xi-\eta)}\left(\frac{1}{p^{2}+1}-\frac{1}{p^{2}+\gamma^{2(N+1)}}\right)\)

Vice-versa if we want to study the thermodynamic limit we will keep fixed the ultraviolet cutoff \(\gamma^{N} \quad\left(=1\right.\) for instance) and we will perform the limit \(\gamma^{-Q}\)

\section*{3 - THE ULTRAVIOLET STABILITY FOR \(\alpha^{2} \epsilon[4 \Pi, 8 \Pi]\)}

The problem is reduced to prove that:
\[
e^{-\cot |\Lambda|} \leqslant Z_{\Lambda}^{(N)} \leqslant e^{\operatorname{cst}|\Lambda|}
\]
(17)

Wh CSi \(N\)-independent: or, if thls is not true how one has to modify \(Z^{(N)}\) this statement true. This is therefore typlcal problem of field theory and will be discussed using the renormalization group (R.G.) methods.

Before doing that we want to discuss from a statistical mechanic point of view, via heuristic arguments, the appearance of the threshoids \(\alpha^{\mathbf{2}}{ }_{n}\) corresponding to partial collapses (see (3)).

Let's go back to the partition function written in the grand canonical formalism
\[
\begin{aligned}
& Z_{\Lambda}^{(N)}(\beta, \lambda)=\sum_{n=c}^{\infty} \frac{\lambda^{n}}{n!} \sum_{\sigma_{1} \ldots \sigma_{n}} \int_{\Lambda^{n}} d \xi_{1} \ldots d \xi_{n} e^{-\alpha \sum_{i<\delta} \sigma_{i} \sigma_{j} C^{(N)}\left(\xi_{i}, \xi_{j}\right)} \\
& =\sum_{p=0}^{\infty} \sum_{q=0}^{\infty} \frac{\lambda^{p+q}}{p!q!} \int_{\Lambda^{q}} d x_{1} \ldots d x_{q} \int_{\Lambda^{p}} d y_{1} \ldots d y_{p} e^{-\beta U_{(p, q)}(x, y)}
\end{aligned}
\]
where
\[
\begin{equation*}
C^{(N)}(0)=\frac{1}{2 \pi} \ln \gamma^{N}=\frac{1}{2 \pi} \ln \dot{\varphi}_{N}^{-1} \tag{19}
\end{equation*}
\]
and \(\quad \ell_{N} \equiv \gamma^{-N}\)

We can interpret the introduction of this cutoff as the assumption that the particles have linear size of order \(\ell_{N}\). Collapsing phenomena are expected in the limit: \(\ell_{N} \rightarrow 0\).

Let's consider now the term of the grand canonical partition function with \(q\) \(=p=n\). ( \(q\) is the number of -e particles and \(p\) that of the te particles) and consider the contribution to \(Z_{\lambda, 2 n}^{(N)}\) from the configurations in which any te particle is "near". at a distance of order \(\ell_{N}\). to a corresponding -e particle. that is dipole configurations where each dipole has momentum of order \(e \ell_{N}\) The energy of these configurations is approximately:
\[
\begin{equation*}
U_{d i p} \underline{v}-e^{2} \sum_{i=1}^{n} C^{(N)}(0)=-e^{2} n \frac{1}{2 \pi} \ln e_{N}^{-1}=e^{2} n \frac{1}{2 \pi} \ln l_{N} \tag{20}
\end{equation*}
\]
and the contribution to the canonical partition function is:
\[
\begin{align*}
Z_{N(2 n) \operatorname{dip}}^{(N)} & \simeq \frac{\lambda^{2 n}}{n!} \int_{\Lambda^{n}} d x_{1} \ldots d x_{n}\left(\ell_{N}^{2}\right)^{n} e^{-\alpha^{2} \frac{n}{2 \pi} \ln l_{N}} \\
& =\frac{1}{n!} \lambda^{n}\left(\ell_{N}^{\left(1-\alpha^{2} / 4 \pi\right)}\right)^{2 n}|\Lambda|^{n} \\
& =\frac{1}{n!}\left(\lambda \gamma^{N\left(\frac{\alpha^{2}}{4 \pi}-1\right)}\right)^{2 n}|\Lambda|^{n} \tag{21}
\end{align*}
\]
therefore this term looks like a contribution to the grand canonical partition function of a free dipole gas of activity \(\left(\lambda \gamma^{N\left(\alpha^{2} / 45-1\right)}\right)^{2}\) and with dipole momentum of order : \(e \gamma^{-N}\). The activity
\[
\begin{equation*}
\lambda_{d_{1} p}^{(N)}=\left(\lambda \gamma^{N\left(\alpha^{2} / 4 \pi-1\right)}\right)^{2} \tag{22}
\end{equation*}
\]
goes to \(\infty\) as \(N \rightarrow \infty\) and this means that the dipole configurations are the most important ones : moreover the dipole length \(\longrightarrow 0\) as \(N \rightarrow \infty\) and the final result is that. as the density of the dipole gas is \(\approx \lambda_{\text {dip }}^{(N)}\) and the average distance between two dipoles is of order \(\left(\lambda_{4 p}^{(N)}\right)^{-1 / 2}\) the ratio between the average dipole length and the average dipole distance is
\[
\begin{equation*}
O\left(l_{N} /\left(\lambda_{d i p}^{(N)}\right)^{1 / 2}\right) \propto \gamma^{-N} \gamma^{N \frac{1}{2}\left(\frac{\alpha^{2}}{4 \pi}-1\right)^{2}}=\gamma^{N\left(\frac{\alpha^{2}}{4 \pi}-2\right)} \rightarrow 0 \tag{23}
\end{equation*}
\]
\(\forall \alpha^{2}<8 \pi\). Which means that we can consider these dipoles configurations as describing a free dipole gas of infinite activity. This argument has an obvious generalization. We can consider a neutral multipole made by 2 n particles. \(\mathrm{l}_{\mathrm{N}}\) being the diameter of it (its linear size). Its energy will be approximately:
\[
\begin{align*}
U_{(2 n)} & \simeq-e^{2}\left[n^{2}-\frac{n(n-1)}{2}-\frac{n(n-1)}{2}\right] \frac{1}{2 \pi} \ln l_{N}^{-1} \\
& \simeq-e^{2} n \frac{1}{2 \pi} \ln \ell_{N}^{-1}=e^{2} n \frac{1}{2 \pi} \ln l_{N} \tag{24}
\end{align*}
\]

The phase space of this \(2 n\)-multipole will be: \(\left(\ell_{N}^{2}\right)^{2 n-1}\) and its contribution to \(Z\)
\[
\begin{aligned}
Z_{(2 n-\text { multiple })} & \simeq \lambda^{2 n} \int_{A} d x\left(\ell_{N}^{2}\right)^{2 n-1} e^{-\frac{\alpha}{2 \pi} \ln \ell_{N} n} \\
& =\lambda^{2 n}\left(l_{N}^{2} \ell_{N}^{-\frac{\alpha^{2}}{4 \pi}}\right)^{2 n} \ell_{N}^{-2}|\Lambda| \\
& =\lambda^{2 n}\left(\gamma^{N\left(\frac{\alpha^{2}}{4 \pi}-2\right) 2 n} \gamma^{2 N}\right)|\Lambda| \\
& =\left(\lambda^{2 n} \gamma^{\left.N\left(\frac{\alpha^{2}}{4 \pi}-2+\frac{1}{n}\right)^{2 n}\right)|n|}\right.
\end{aligned}
\]

\section*{Therefore}
\[
\begin{equation*}
\lambda_{(2 n-(l i n t / 22)}^{(N)}=\left(\lambda^{2 n} \gamma^{N\left(\frac{\alpha^{2}}{4 \pi}-2\left(1-\frac{1}{2 n}\right)\right) 2 n}\right) \tag{26}
\end{equation*}
\]

These (2n) -neutral clusters start to give an important contribution when their activity as \(N \rightarrow \infty\) diverges and they do not really contribute when as \(N \rightarrow \infty\) it tends to 0 .

We can therefore conclude :
We have collapse in \(2 n\)-clusters when \(\quad \alpha^{2}>\alpha_{2 n}^{2}=8 \pi\left(1-\frac{1}{2 n}\right)\) which was the result stated in the introduction, of course also the collapse in all smaller clusters takes place when \(\alpha^{2}>\alpha_{2 n}^{2}\).

This is an heuristic argument. What is really reasonable is that these thresholds play really a role in the study of the superrenormalisabillty of the SineGordon theory.

The ultraviolet stability of the massive Sine-Gordon field theory [3]
\[
\begin{align*}
& \text { It amounts to prove the following inequality } \\
& e^{-\operatorname{csr}|\Lambda|} \leqslant \int d \mu\left(\varphi^{[\leq N]}\right) e^{V^{(N)}} \leqslant e^{\operatorname{cst}|n|} \tag{27}
\end{align*}
\]
where
\[
\begin{equation*}
V_{\Lambda}^{(N)}=2 \lambda \int_{\Lambda}: \cos \alpha \varphi^{[\leqslant N]}(\xi): d^{2} \xi+\sum_{k=1} C_{2 K}^{(N)} \tag{28}
\end{equation*}
\]
and \(C_{2 K}^{(N)}\) are constants (ileid-independent) diverging as \(N \rightarrow \infty\).
The technique used to prove inequalities (28) is that of the (R.G.) In
the form we used it to study the U.v. stability of the \(\Phi_{3}^{4}\) theory [9]. Let's sketch the general ideas:
we write
\[
\begin{aligned}
C^{(N)}(p) & =\frac{1}{p^{2}+1}-\frac{1}{p^{2}+\gamma^{2(N+1)}}=\sum_{k=0}^{N}\left(\frac{1}{p^{2}+\gamma^{2 k}}-\frac{1}{p^{2}+\gamma^{2(k+1)}}\right) \\
& \equiv \sum_{k=0}^{N} \tilde{C}^{(k)}(p)
\end{aligned}
\]
 one with covariance \(\tilde{C}^{(k)}(\xi, \eta)\)
\[
\begin{equation*}
\varphi^{[\leqslant N]}(\xi)=\sum_{k=0}^{N} \tilde{\varphi}^{(k)}(\xi) \tag{30}
\end{equation*}
\]

Inspection of the covariances \(\tilde{C}^{(k)}\) shows that the fields \(\tilde{\varphi}^{(k)}\) are. apart a rescaling. equally distributed
\[
\begin{equation*}
\tilde{\varphi}^{(k)}(\xi)=\tilde{\varphi}^{(0)}\left(\gamma^{\kappa} \xi\right) \tag{31}
\end{equation*}
\]

Moreover they have the following nice properties which make significant their introduction :
a) they are approximately constant on a scale \(\gamma^{-k}\)
b) they are approximately independent on the same scale. which means that their covariance decays exponentially on this scale.

The measure \(d \mu\left(\varphi^{[S N]}\right)\) is equivalent to the product of gaussian
\(\tilde{\varphi}^{(K)}\)
\[
\begin{equation*}
d \mu\left(\varphi^{[\leqslant N]}\right)=\prod_{k=0}^{N} P\left(d \tilde{\varphi}^{(\kappa)}\right) \tag{32}
\end{equation*}
\]

The basic idea of the (R.G) is, here, the following one : try to calculate the partition function iteratively performing the integrations on the different fieids one after another.

This program will work if essentially we are in a situation approximately of thls kind : the following inequalities hold :
\[
\begin{equation*}
e^{\tilde{V}_{n}^{(k-1)}-R_{n}^{(k)}} \leqslant \int P\left(d \tilde{\varphi}^{(\alpha)}\right) e^{\tilde{V}_{n}^{(k)}} \leqslant e^{\tilde{V}_{n}^{(k-1)}}+R_{\Lambda}^{(k)} \tag{33}
\end{equation*}
\]
with \(\widetilde{V}_{\Lambda}^{(k)}\) : the effective potential (to a fixed order in \(\lambda\), and \(R_{\Lambda}^{(k)}=\delta^{(k)}|n|\) with the property :
\(\sum_{k=0}^{\infty} \delta^{(k)}<+\infty\)
and of course \(\quad \tilde{V}_{\Lambda}^{(N)}=V_{\Lambda, 0}^{(N)}\)
If (33) is true for any \(k, \delta^{(k)}\) satisfying (34), we can conclude that
\[
\begin{equation*}
e^{-\operatorname{Cst}|\Lambda|} \leqslant Z^{(N)}(\beta, \lambda) \leqslant e^{\operatorname{cst}|\Lambda|} \tag{35}
\end{equation*}
\]
which is our desired result.

Let's show how to prove (35) below \(4 \pi=\alpha_{1}^{2}\). which is easy enough and how problems arise as soon as we overcome this first threshold:
Remembering the scale properties of the fields
\[
\begin{equation*}
\tilde{\varphi}^{(k)}(\xi)=\tilde{\varphi}^{(0)}\left(\gamma^{\kappa} \xi\right) \equiv z_{\gamma^{k} \xi} \tag{36}
\end{equation*}
\]
we can always integrate with respect to the measure \(P(d Z)\) : in term of \(Z, V_{\lambda, 0}\) appears :
\[
\begin{align*}
V_{\Lambda, 0}^{(N)} & =2 \lambda \int_{\Lambda}: \cos x \varphi_{\xi}^{[\leq N]}: d \xi \\
& =2 \lambda e^{\frac{\alpha^{2}}{2} C^{(i)}(0)} \int_{\Lambda} \cos \alpha\left(\varphi_{\xi}^{[\leqslant N-1]}+z_{\gamma{ }^{N}}\right) d \xi \\
& =2 \gamma^{\frac{\alpha^{2}}{4 \pi}}\left(\lambda \gamma^{\left(\frac{\alpha^{2}}{4 \pi}-2\right) N}\right) \int_{\gamma^{N} \Lambda} \cos \left(\varphi_{\gamma^{-N} \xi^{\prime}}^{[\leqslant N-1]}+z_{\xi^{\prime}}\right) d \xi^{\prime} \tag{37}
\end{align*}
\]
remembering that
\[
\begin{equation*}
C^{(N)}(0)=\frac{1}{2 \pi}(N+1) \ln \gamma \tag{38}
\end{equation*}
\]

Therefore the effective coupling constant is in this case:
\[
\begin{equation*}
\lambda_{N}=\lambda \gamma^{\left(\frac{\alpha^{2}}{4 \pi}-2\right) N} \tag{39}
\end{equation*}
\]
and the interaction is over a region \(\gamma^{N} \Lambda\)
Equ. (39) Is essentially the asymptotic freedom of the theory (obvious since the theory is superrenormalizable): in fact \(\quad \lambda_{N} \rightarrow 0\) as \(N \rightarrow \infty \quad \forall \alpha^{2}<8 \pi\).

Equ. (39) allows us to prove (35) easlly for \(\alpha^{2}<4 \mathrm{II}\). Let's compute with the cumulant expression :
\[
\int P\left(d \tilde{\varphi}^{(N)}\right) e^{V_{0, \Lambda}^{(N)}} \leq e^{\xi_{(N)}\left(V_{0, \Lambda}^{(N)}\right)+\sum_{k=2}^{M} \frac{1}{k!} \tilde{E}_{(N)}^{T}\left(V_{0, n ; k}^{(N)}\right)_{(-)} \pm R_{\Lambda}^{(N)}}
\]
with the usual notations. Let's assume \(M=1\), then \(\widetilde{\mathscr{E}}_{(N)}\left(V_{0, \Lambda}^{(N)}\right)=V_{0, N}^{(N-1)}\)
therefore :
\[
\begin{equation*}
\int P\left(d \tilde{\varphi}^{\tilde{(N)}}\right) e^{V_{0, \Lambda}^{(N)}} \leqslant e^{V_{0, n}^{(N-1)}(\geqslant)} R_{\Lambda}^{(N)} \tag{41}
\end{equation*}
\]
\(R_{\Lambda}^{(N)}\) is proportional to \(\lambda_{N}^{2}|\Lambda| \gamma^{2 N}:\)
\[
\begin{align*}
R_{\Lambda}^{(N)} & \approx \lambda_{N}^{2} \gamma^{2 N}|N|=\lambda^{2} \gamma^{\left(\frac{\alpha^{2}}{2 \pi}-4\right) N} \gamma^{2 N}|N| \\
& =\lambda^{2} \gamma^{\left(\frac{\alpha^{2}}{2 \pi}-2\right) N}|N|=\delta^{(N)}|N| \tag{42}
\end{align*}
\]
and if \(\quad \alpha^{2}<4 \pi\)
\[
\begin{equation*}
\sum_{k=0}^{N} \delta^{(k)} \leqslant \sum_{k=0}^{\infty} \delta^{(k)}<+\infty \tag{43}
\end{equation*}
\]

\section*{Remark}

The proof that \(R_{\Lambda}^{(N)}\) is proportional to \(|N|\) is simple in this case and more technical if \(\alpha^{2}>4 \Pi\) : our proof has been called "Integration grid technique" finfe. has been carefully discussed in [9] [10]. We won't discuss it. explicitely.

The results (41). (42) and (43) show us that this computation does not produce the desired estimate if \(\alpha^{2}=4 \Pi+\epsilon\).

The obvious idea will then be to compute the l.h.s. of (40) in a more precise way. that is truncating the cumulant expression at higher orders.

Let's suppose we go up to the second order in \(\lambda\) obtaining:
\[
\begin{equation*}
\int P\left(d \tilde{\varphi}^{(N)}\right) e^{V_{A, O}^{(N)}}=e^{\tilde{\varepsilon}\left(V_{\Lambda, 0}^{(N)}\right)+\frac{1}{2} \widetilde{\varepsilon}_{N}^{T}\left(V_{\Lambda, 0 ; 2}^{(N)}\right)+R_{\Lambda}^{(N)}} \tag{44}
\end{equation*}
\]
with
\[
R_{\Lambda}^{(N)}=c \lambda_{N}^{3} \gamma^{2 N}|\Lambda|=c \lambda^{3} \gamma^{3\left(\frac{a^{2}}{4 \pi}-2\right) N} \gamma^{2 N}|\Lambda|
\]
therefore if
a) \(C\) is a constant uniform in \(N\).
b) \(\frac{3 \alpha^{2}}{4 \pi}-4<0 \Leftrightarrow \alpha^{2}<\frac{16}{3} \pi=\alpha_{3}^{2}\)
we have again a summable remainder. Unfortunately statement a) is not true as we see very easily:
let's observe that \(C\) will be proportlonal to the maximum value of \(\tilde{V}_{\Lambda}^{(k)}\) for a generic \(K\) as the remainder \(R_{\Lambda}^{(K)}\) will be obtained estimating the following expression:
\[
\begin{equation*}
R_{n}^{(k)}=\left.\frac{\partial^{3}}{\partial \tau^{3}} \ln \int P\left(d \tilde{\varphi}^{(k)}\right) e^{\tau \tilde{V}_{n}^{(k)}}\right|_{\tau=\tau^{*}} \tag{46}
\end{equation*}
\]
and it is clear that \(R_{\wedge}^{(k)} \leqslant C \operatorname{Sup}_{\varphi}\left|\tilde{V}_{\wedge}^{(k)}\right|\)
Therefore it is needed that, provided \(\tilde{\varphi}^{(k)}\) and \(\varphi\) be enough regular, \(\tilde{V}_{\wedge}^{(k)}\) can be bounded uniformly in \(N\).

This unfortunately does not happen as a simple computation gives:
\[
\begin{aligned}
& \tilde{V}_{n}^{(k)}=\tilde{\xi}_{k+1}\left(\tilde{V}_{\Lambda}^{(k+1)}\right)+\frac{1}{2!} \tilde{\varepsilon}_{k+1}^{T}\left(\tilde{V}_{\Lambda}^{(k+1)} ; 2\right) \\
& =V_{\Lambda, 0}^{(k)}+\mu^{2} \int_{\Lambda \times \Lambda} d^{2} \xi d^{2} \eta\left(e^{-\alpha^{2} C^{(N)}(\xi, \eta)}-e^{-\alpha^{2} c^{(k)}(\xi, \eta)}\right): \cos \alpha\left(\varphi_{(\xi)+\varphi}^{(\leqslant k]}(\eta)\right): \\
& +\mu^{2} \int_{\Lambda \times \Lambda} d^{2 \xi} d^{2} \eta\left(e^{\alpha^{2} c^{(N)}(\xi, \eta)} e^{\alpha^{2} c^{(k)}(\xi, \eta)}\right): \cos \alpha\left(\varphi^{[\leq k]}(\xi)-\varphi^{[\leqslant k]}(\eta)\right):
\end{aligned}
\]
(47)

Let's consider the second term which is the dangerous one and corresponds to a neutral contribution : an easy estimate gives:
\[
\begin{aligned}
\left|W_{Q=0}^{(\kappa)}\right| & \leqslant \mu^{2}|\Lambda| \gamma^{\frac{\alpha^{2}}{2 \pi} k} \int_{\Lambda} d^{2}(\xi-\eta)\left(e^{\alpha^{2} C^{(N)}(\xi, \eta)}-e^{\alpha^{2} C^{(k)}(\xi, \eta)}\right) e^{-\alpha^{2} C^{(k)}(\xi, \eta)} \\
& \leqslant \mu^{2}|\Lambda| \gamma^{\frac{\alpha^{2}}{2 \pi} k} \sum_{i=k}^{N} \gamma^{\frac{\alpha^{2}}{2 \pi} l} \gamma^{-2 l} \gamma^{-\frac{\alpha^{2}}{2 \pi} k}
\end{aligned}
\]
\[
\begin{aligned}
& \leqslant \mu^{2} \gamma^{\frac{\alpha^{2}}{2 \pi} k-2 k}|\Lambda| \sum_{\ell=0}^{N-k} \gamma^{\frac{\alpha^{2}}{2 \pi}(\ell-k)} \gamma^{-2(\ell-k)} \\
& \leqslant \mu^{2} \gamma^{2\left(\frac{\alpha^{2}}{4 \pi}-2\right) k} \gamma^{2 k}|\Lambda| \sum_{\ell=0}^{N-k} \gamma^{\left(\frac{\alpha^{2}}{2 \pi}-2\right)(\ell-k)} \\
& \leqslant \mu_{k}^{2} \gamma^{2 k}|\Lambda| \sum_{\ell=0}^{N-k} \gamma^{\left(\frac{\alpha^{2}}{2 \pi}-2\right)(\ell-k)}=c(N) \mu_{k}^{2} \gamma^{2 k}|\Lambda|
\end{aligned}
\]
and it is clear that if \(\alpha^{\mathbf{2}}>\mathbf{4 \pi}\). \(C\) is not uniformly bounded in \(\boldsymbol{N}\).
Therefore, as this \(C\) enters in the remainder, we cannot reproduce the computation for \(\alpha^{2}<4 \Pi\) in the \(\alpha^{2}>4 \pi\) case just increasing the order of cumulant expansion.

Here it is nevertheless, easy to see a way out. In fact looking at the expression of \(W_{a=0}^{(k)}\) (the third term of \(\tilde{V}_{\Lambda}^{(k)}\),
\[
\begin{align*}
W_{Q=0}^{(k)} & =\mu^{2} \int_{\Lambda \times \Lambda} d^{2} \xi d^{2} \eta\left(e^{\alpha^{2} C^{(\mu)}(\xi, \eta)}-e^{\alpha^{2} c^{(k)}(\xi, \eta)}\right): \cos \alpha\left(\varphi^{[\xi k]}(\xi)-\varphi^{[\leqslant k]}(\eta)\right): \\
& =\mu^{2} \sum_{l=\alpha}^{N-1} \int_{\lambda \times \Lambda} \alpha^{2} \xi d^{2} \eta\left(e^{\alpha^{2} C^{(l, \eta)}(\xi, \eta)}-e^{\alpha^{2} C^{(\ell)}(\xi, \eta)}\right): \cos \alpha\left(\varphi^{[\leqslant k]}(\xi)-\varphi_{(\eta)}^{[\leqslant k]}\right): \tag{49}
\end{align*}
\]

It is easy to realize that all the problems arise as
\[
\begin{align*}
& \sum_{l=k}^{N-1} \int d^{2}(\xi-\eta)\left(e^{\alpha^{2} C^{(i+1)}(\xi, \eta)} e^{\alpha^{2}((\xi, \eta)}\right) \quad \text { behaves as } \\
& \sum_{l=k}^{N-1} \int d^{2}(\xi-\eta) \gamma^{\frac{\alpha^{2}}{2 \pi} l} e^{-\gamma^{l}|\xi-\eta|} \quad \approx \sum_{l=k}^{N-1} \gamma^{\frac{\alpha^{2}}{2 \pi} l} \gamma^{-2 l} \tag{50}
\end{align*}
\]
which is divergent as \(N \rightarrow \infty\) if \(\alpha^{2}>4 \Pi\).
\[
\text { They will be drastically different if instead of }: \cos \alpha\left(\varphi^{[\leq \kappa]}(\xi)-\varphi^{[\leq \kappa]}(\eta)\right): ~
\]
we had \(: \cos x\left(\varphi_{(\xi)}^{[\leqslant k]}-\varphi_{(\eta)}^{[\leqslant k]}\right)-1:\)
In this case due to the fact that \(\varphi^{[\Sigma k]}\) is Holder-continuous of order \(1-\varepsilon\)
\((\epsilon>0)\). which means that. with probability 1. given \(\varphi^{[\leqslant k]}\)
\(\exists B\) such that
\[
\begin{equation*}
\left|\varphi^{[\leqslant k]}(\xi)-\varphi^{[\leqslant k]}(\eta)\right| \leqslant B\left(\gamma^{k}|\xi-\eta|\right)^{1-\varepsilon} \tag{51}
\end{equation*}
\]
remembering that the estimates (50) cannot be signicantly improved in the region \(|\xi-\eta|<\gamma^{-K} \quad\), if we perform the substitution
\[
\begin{equation*}
: \cos \alpha\left(\varphi^{[k k]}(\xi)-\varphi^{[\leqslant k]}(\eta)\right): \quad: \cos \alpha\left(\varphi^{[k k]}(\xi)-\varphi^{[\leqslant k]}(\eta)\right)-1: \tag{52}
\end{equation*}
\]
then
\[
\begin{equation*}
W_{Q=0}^{(k)} \rightarrow \tilde{W}_{Q=0}^{(k)}=\mu^{2} \int_{\Lambda_{x} \Lambda} d^{2} \xi d^{2} \eta\left(e^{\left.\alpha^{2} C_{(\xi, \eta)}^{(N)}-e^{\alpha^{2} C_{(\xi, \eta)}^{(\alpha)}}\right): \cos \alpha \Delta \varphi_{(\xi, \eta)}^{[\leqslant k]}-1: ~}\right. \tag{53}
\end{equation*}
\]
which satisfies (provided the field \(\varphi^{[\$ \kappa]}\) be regular) the foliowing estimate:
\[
\begin{align*}
& \leqslant \mu^{2} \gamma^{\frac{\alpha^{2}}{2 \pi} k}|\wedge| \sum_{\ell=K}^{N} \gamma^{\frac{\alpha^{2}}{2 \pi} \ell} \gamma^{-2 \ell} \gamma^{-\frac{2 \alpha^{2}}{2 \pi} k} \gamma^{-2(l-k)(1-\varepsilon)} B^{2} \\
& \leq \mu^{2} \gamma^{\left(\frac{\alpha^{2}}{2 \pi}-4\right) K}\left(\gamma^{2 K}|\wedge|\right) B^{2} \sum_{l=K}^{N} \gamma^{\frac{\alpha^{2}}{2 \pi}(l-K)} \gamma^{-(l-K)(4-2 \varepsilon)} \\
& \leqslant C B^{2} \mu_{k}^{2}\left(\gamma^{2 k}|\wedge|\right) \tag{54}
\end{align*}
\]

The prescriptions (52). (53) seem an "ad hoc" one but it is not so. In fact If. instead of starting from the interaction
\[
\begin{equation*}
V_{\lambda, 0}^{(N)}=2 \lambda \int_{n}: \cos \alpha \varphi^{[\leq N]}(\xi): d^{2} \xi \tag{55}
\end{equation*}
\]
we would have started from the following one:
\[
\begin{equation*}
V_{n}^{(N)}=V_{1,0}^{(N)}-\frac{i}{2!} \mathcal{E}^{T}\left(V_{n, 0}^{(N)} ; 2\right) \equiv V_{A, 0}^{(N)}-C_{2}^{(N)} \tag{56}
\end{equation*}
\]
where \(\xi^{T}\) is now the truncated expectation with respect to the global field and not to a single-frequency field. in the expression of
(see eq. (47)) we would have got \(\widetilde{W}_{Q=0}^{(\kappa)}\) instead of \(W_{Q=0}^{(k)}\). The fact that adding the counterterm (constant) \(C_{2}^{(N)}\) is equivalent to the prescription previsouly discussed is easily proved : in fact:
\[
\begin{align*}
C_{2}^{(N)} & =\mu^{2} \int_{\Lambda \times \Lambda} d^{2} \xi d^{2} \eta\left(e^{\alpha^{2} c^{(N)}(\xi, \eta)}-1\right) \\
& =\sum_{l=-1}^{N-1} \mu^{2} \int_{\Lambda \times \Lambda} d^{2} \xi d^{2} \eta\left(e^{\alpha^{2} c^{(l+1)}(\xi, \eta)}-e^{\alpha^{2} c^{(l)}(\xi, \eta)}\right) \\
& =\sum_{l=k}^{N-1} \mu^{2} \int_{\Lambda \times \Lambda} d^{2} \xi d^{2} \eta\left(e^{\alpha^{2} c^{(l+1)}(\xi, \eta)}-e^{\alpha^{2} c^{(l)}(\xi, \eta)}\right)+c_{2}^{(k)} \tag{57}
\end{align*}
\]
and the first part of the r.h.s. of (57) just matches together with \(W_{Q=0}^{(K)}\) giveing rise to \(\widetilde{W}_{Q=0}^{(K)}\)

It can therefore be proven that the substraction of this counterterm just allows us to get again inequalities (36). providedis substituted by \(V_{\Lambda}^{(N)}\). In the Interval of \(\alpha^{\mathbf{2}}\) :
\[
\begin{equation*}
\left[4 \pi, \frac{16}{3} \pi\right]=\left[\alpha_{2}^{2}, \alpha_{3}^{2}\right) \tag{58}
\end{equation*}
\]

The interesting and non trivial thing is that this procedure can be iterated to reach larger values of \(\boldsymbol{\alpha}^{2}\).

We have the following result : let's define:
\[
\begin{equation*}
\alpha_{n}^{2}=8 \pi\left(1-\frac{1}{n}\right) \tag{59}
\end{equation*}
\]

Each time \(\alpha^{2}\) overcomes an even \(n=2 K\) threshold the corresponding counterterm:
\[
\begin{equation*}
c_{2 k} \equiv \frac{1}{2 k!} \xi^{\top}\left(V_{1,0}^{(N)} ; 2 k\right) \tag{80}
\end{equation*}
\]
has to be substracted.
Each time \(\alpha^{2}\) overcomes an odd \(n=2 K+1\) threshold we don't have to substract any counterterm but only to perform the cumulant expression up to the order : \(2 K+1\).

The Interpretation from the point of view of stalistical mechanics is. In our opinlon. the one discussed before.

Let's make some remarks which seem to me necessary to construct completely the technical part of this result:

\section*{Remarks}
a) As in \(\Phi_{3}^{4}\)-theory. we have to assume that \(\varphi^{[\leqslant K]}\) is regular (Hölder-Cont.). Then the need of regularity plays the role of the need of boundedness in \(\Phi_{\mathbf{3}}^{4}\).

This has to be achleved to prove the upper bound and therefore we have to exclude the regions (small) where this does not happen.
b) An important and technically complicated part is to prove that the remainder of the cumulant expansion is really \(\approx|N|\) which means that it has the right dependence on the volume.

This is not easy to obtain : it is possible. essentially. because the effective potential although non local is nearly local and is proved with a technic which has been called "integration grid technic".
C) It could be interesting to examine how the definition of statistical mechanics observables change above 4 n to sustain our interpretations. (See F. Nicolo [3]).

Some technical remarks on the ultraviolet stability proof

Let's discuss separately the lower and the upper bound.

Lower bound ( \(\alpha^{2}>4 \Pi\) )
Let's make the following observation : let's assume we have defined
\[
\begin{align*}
& \tilde{V}_{\Lambda}^{(N)}=V_{\Lambda}^{(N)}=V_{0, \Lambda}^{(N)}-C_{2}^{(N)}  \tag{1}\\
& \tilde{V}_{\Lambda}^{(K)}=\left.\sum_{i=1}^{2} \frac{1}{\varepsilon^{\prime}} \tilde{\zeta}_{K+1}^{T}\left(\tilde{V}_{\Lambda}^{(\alpha+1)} ; e\right)\right|_{O\left(\mu^{2}\right)} \tag{2}
\end{align*}
\]

The idea is that:
\[
\begin{equation*}
\int P\left(d \tilde{\varphi}^{(k+1)}\right) e^{\tilde{V}_{\Lambda}^{(k+1)}} \geqslant e^{\tilde{V}_{n}^{(k)}-R_{\Lambda}^{(k)}} \tag{3}
\end{equation*}
\]
where \(\quad R_{\Lambda}^{(k)}=\left.\frac{\partial^{3}}{\partial \tau^{3}} \ln \int P\left(d \varphi^{\nu(\alpha+1)}\right) e^{\tau \tilde{V}_{A}^{(K+1)}}\right|_{\tau=\tau^{*}}\)
therefore
\[
R_{\Lambda}^{(k)} \approx \int P\left(d \tilde{\varphi}^{k+1}\right) \tilde{V}_{\Lambda}^{(k+1)^{3}} e^{\tau^{*} \tilde{V}_{\Lambda}^{(k+1)}}
\]
has to be bounded by \(\max \left|\tilde{V}_{\Lambda}^{(\alpha+1)}\right|^{3}\) : the problem is the following:
\[
\tilde{V}_{\Lambda}^{(k+1)}=V_{0, \Lambda}^{(k+1)}-C_{2, \Lambda}^{(k+1)}+W_{Q \neq 0}^{(k+1)}+\widetilde{W}_{Q=0}^{(k+1)}
\]
and to bound it as we need we have that \(W_{Q=0}^{(k+1)}\) has to be bounded which is true provided the field \(\varphi^{[\leqslant k+1]}\) be Holder-continuous with coefficient \(B\). This is true in probability with probability \(1-\epsilon(B) .(\epsilon(B) \longrightarrow 0\) as \(B \longrightarrow\) ) but here we want this property for any sample field \(\varphi^{[\xi K+1]}\). As we are considering the lower bound we can set characteristic functions.

Therefore the lower bound has the following form:
\[
\begin{aligned}
& \int P\left(d \varphi^{[\leqslant N]}\right) e^{V_{n}^{(N)}} \geqslant \int P\left(d \varphi^{[\leq N]}\right) \prod_{x=0}^{N} X^{B_{k}}\left(\varphi^{[\leq k]}\right) e^{V_{A}^{(N)}} \\
& =\int P\left(d \varphi^{[\leqslant N-1]}\right) \prod_{k=0}^{N-1} \chi^{B_{k}}\left(\varphi^{[\leqslant k]}\right) \int P\left(d \dot{\varphi}^{(N)}\right) \chi^{B_{N-1}}\left(\varphi^{[\leqslant N-1]}\right) \chi^{B_{N}}\left(\varphi^{[\leq N]}\right) e^{V_{N}^{(N)}} \\
& x^{B_{N-1}}\left(\varphi^{[\leq N-1]}\right) x^{B_{N}}\left(\varphi^{[\leq N]}\right) \geqslant x^{B_{N-1}}\left(\varphi^{[\leq N-1]}\right) x^{b_{N}}\left(\varphi^{(N)}\right)
\end{aligned}
\]
as

We have to estimate
\[
x^{B_{N-1}}\left(\varphi^{[\leqslant N-1]}\right) \int P\left(d \tilde{\varphi}^{(N)}\right) x^{b_{N}}\left(\tilde{\varphi}^{(N)}\right) e^{\tilde{V}_{n}^{(N)}} \geqslant e^{\tilde{V}_{\Lambda}^{(N-1)}-c R_{n}^{(N)}}
\]
and then prove that it is possible to iterate. therefore that
\[
\chi^{B_{k-1}}\left(\varphi^{[\leqslant k-1]}\right) \int P\left(\alpha \tilde{\varphi}^{(k)}\right) \chi^{b_{k}}\left(\tilde{\varphi}^{(k)}\right) e^{\tilde{V}_{n}^{(k)}} \geqslant e^{\tilde{V}_{n}^{(k-1)}-R_{\Lambda}^{(k)}}
\]
\(\forall K \in\{0,1, \ldots, N\}\).
For the upper bound we argue in this way
Let's define \(D_{k}\left(\varphi^{[\leqslant k]}\right)\) the regions where the sample \(\varphi^{[\leqslant k]}\) is "rough".

Let's define \(\quad \hat{V}_{\Lambda}^{(k)}=\tilde{V}_{A \backslash D_{k}}^{(k)}\)
where \(R_{k}\left(\gamma^{(\beta)}\right)\) is the region where \(\hat{\varphi}^{(k)}\) is rough and \(\hat{R}_{k}=R_{k} U\) (corridors around \(1 t\) ).

\section*{Let's prove that}
a) \(\tilde{V}_{\Lambda}^{(N)^{-1}} \leq \hat{V}_{\Lambda}^{(N)^{-1}}\)
b) \(\quad \hat{V}_{\Lambda}^{(k)} \leqslant H_{\Lambda i \hat{R}_{k}}^{(k)}+c \cdot \lambda_{(k)} B_{k}^{2} \gamma^{2 k}\left|\hat{R}_{K} \cap \Lambda\right|\)
c) \(\sum_{\ell=1}^{N} \frac{1}{\ell!} \tilde{E}_{k}^{T}\left(H_{\Lambda}^{(k)} ; \ell\right) \leq \hat{V}_{\Lambda}^{(k-1)}+\tilde{R}_{\Lambda}^{(k)}\)
a) it is true by "positivity" of \(\widetilde{W}_{G=0}^{(N-1)}\)
b) It is more complicated but it still uses the positivity of \(\mathbb{W}^{(1}\)
c) It is the more hard part to prove (see [3] for a careful discussion).

Let's assume that a). b). c) have been proved. then one proceeds In that way:
Let's define \(Q_{N-1}\) : pavement of tesserae of side size \(\gamma^{-(N-1)}\)
\[
\begin{aligned}
& X_{R_{N-1}}^{s_{N-1}}=\chi\left(\tilde{\varphi}^{(N-1)} \text { riot"rough" in } R_{N-1}\right), \quad \ell \equiv 1-\chi \\
& 1=\sum_{R_{N-1} \subset} \chi_{Q_{N-1}} \chi_{R_{N-1}}^{b_{N-1}} \chi_{R_{N-1}^{c}}^{b_{N-1}}
\end{aligned}
\]
where \(R_{N-1}\) are an arbitrary family of tesserae \(\subset Q_{N-1}\)
\[
\begin{aligned}
& \int P\left(d \tilde{\varphi}^{(N-1)}\right) e^{\hat{V}_{\Lambda}^{(N-1)}} \leqslant \sum_{R_{N-1} \subset Q_{N-1}} \int P\left(d \tilde{\varphi}^{(N-1)}\right) \dot{\chi}_{R_{N-1}}^{b_{N-1}} \chi_{R_{N-1}^{c}}^{b_{N-1}} e^{H_{A}^{(N-1)} \hat{R}_{N-1}} \\
& \text { - } e^{c \lambda_{(N-1)} B_{N-1}^{2} \gamma^{2(N-1)}\left|\hat{R}_{N-1} \cap \cap\right|} \\
& \leqslant \sum_{R_{N-1} \subset Q_{N-1}} e^{c \lambda_{(N-1)} B_{N-1}^{2} \gamma^{2(N-1)}\left|\hat{R}_{N-1} \cap \Lambda\right|} \int P\left(d \tilde{\varphi}^{(N-1)}\right) \chi_{R_{N-1}}^{o b_{N-1}} X_{R_{N-1}^{c}}^{b_{N-1}} e^{H_{A \backslash-1)}^{\left(N \hat{R}_{N-1}\right.}}
\end{aligned}
\]
as. using e).
we have
\[
\int P\left(d \dot{\varphi}^{(N-1)}\right) e^{\hat{V}_{\Lambda}^{(N-1)}} \leqslant \sum_{R_{N-1} c Q_{N-1}} e^{c \lambda_{(N-1)} B_{N-1}^{2} \gamma^{2(N-1)}\left|\hat{R}_{N-1} \cap \wedge\right|}\left(\int P\left(d \dot{\varphi}^{(N-1)}\right) \dot{\chi}_{R_{N-1}}^{b_{N-1}}\right)^{1 / 2}\left(e^{\left.\left.\hat{V}_{A}^{(N-2)}+c R_{A}^{(N-1)}\right)\right) .}\right.
\]
and this sum is controlled using that the regions where the fields are "rough" have a small probability.

\section*{General formalism}

Let's discuss shortly the general formalism. to treat a pure Coulomb gas (In the limit of ultraviolet and infrared cutoffs removed). The needed physical hypothesis to do that is neutrality. Screening must follow from the theory.

Let's define \(\psi^{(-Q, i)}\) when \(Q\) refers to the infrared cutoff and \(N\) refers to the ultravioiet cutoff.

Let the covariance of \(\psi^{(-Q, N)}\) be:
\[
\begin{equation*}
\hat{C}^{(-Q, N)}=\frac{1}{P^{2}+\gamma^{-2 Q}}-\frac{1}{P^{2}+\gamma^{2 N}} \tag{61}
\end{equation*}
\]

Let's define the following partition function:
\[
\begin{equation*}
Z_{I}^{(-Q, N)}=\int d \mu\left(\psi^{(-Q, N)}\right) e^{2 \mu \int_{I}: \cos \alpha \psi^{(-Q, N)}(x) i_{u, v} d^{2} x} \tag{62}
\end{equation*}
\]

Let's explain what ::u.v. means:
\[
\begin{align*}
\hat{C}^{(-Q, N)} & =\left(\frac{1}{p^{2}+\gamma^{-2 Q}}-\frac{1}{p^{2}+\gamma^{2 L}}\right)+\left(\frac{1}{p^{2}+\gamma^{2 L}}-\frac{1}{p^{2}+\gamma^{2 N}}\right)  \tag{63}\\
& =\hat{C}^{(-Q, L)}+\hat{C}^{(L, N)}, \quad L>-Q
\end{align*}
\]
therefore
\[
\begin{equation*}
\psi^{(-Q, N)}=\psi^{(-Q, L)}+\psi^{(L, Q)} \tag{84}
\end{equation*}
\]
\[
\begin{equation*}
d \mu\left(\psi^{(-Q, N)}\right)=d \mu\left(\psi^{(-Q, L)}\right) d \mu\left(\psi^{(1, N)}\right) \tag{85}
\end{equation*}
\]

It is clear that \(\psi^{(L, N)}\) describes the "ultraviolet part" of \(\psi^{(-Q, N)}\) and \(\psi^{(-Q, L)}\) des-
cribs the "infrared part".
In fact \(\psi^{(L, N)}\) has a mass \(\approx \gamma^{L}\). giving a decay \(e^{-\gamma^{2} / g-y /}\) and an ultraviolet cutoff \(\approx \gamma^{N}: \psi^{(-Q, L)}\) has an ultraviolet cutoff \(\approx \gamma^{L}\)
and a mass \(\approx \gamma^{-Q}\)
\(: e^{i \alpha \psi^{(-Q, N)}}: \equiv e^{i \alpha \psi^{(-Q, L)}}: e^{\left(\alpha \psi^{(L, N)}\right.}:\) \(d \mu\left(\psi^{(L, N)}\right)\).
\[
\begin{aligned}
& Z_{I}^{(-Q, N)}=\sum_{n=0}^{\infty} \frac{\mu^{n}}{n!} \sum_{\varepsilon_{1} \ldots \varepsilon_{n}} \int_{I^{n}} d x_{1} \ldots d x_{n}\left\{\int d \mu\left(\psi^{(-Q, N)} \prod_{i=1}^{n}: e^{i \alpha \varepsilon_{i} \psi^{(-Q, N)}\left(x_{i}\right)}:_{u, v_{1}}\right\}(66)\right. \\
& \left\}=\int d \mu\left(\psi^{\left(-Q_{i}\right)}\right) \prod_{i=1}^{n} e^{\left.i \alpha \varepsilon_{i} \psi^{\left(-Q_{i} L\right)}\right)} \int d \mu\left(\psi^{(L, N)}\right) \prod_{i=1}^{n}: e^{i \alpha \varepsilon_{i} \psi^{(L i N)}\left(x_{i}\right)}:\right.
\end{aligned}
\]
\[
\begin{aligned}
& =e^{\frac{x^{2}}{2} \sum_{i=1}^{n} C(0)} e^{(i, N)} e^{-\frac{\alpha^{2}}{2} \sum_{i, j} \varepsilon_{i} \varepsilon_{j} C_{\left(x_{i} ; x_{j}\right)}^{\left(-Q_{0}, N\right)}}
\end{aligned}
\]

\section*{and therefore}

Let's perform the infrared limit \(\quad Q \rightarrow \infty)\)
keeping \(N\) fixed (ultraviolet cutoff fixed) : \(\quad C^{(-Q, N)}(\times)\) is not defined as \(Q \rightarrow \infty\) In fact
\[
\lim _{Q \rightarrow \infty} \int d^{2} p e^{i p x} \frac{\left(\gamma^{2 N}-\gamma^{-2 Q}\right)}{\left(p^{2}+\gamma^{-2 Q}\right)\left(p^{2}+\gamma^{2 N}\right)}{ }^{\prime \prime}=\int d^{2} p e^{i p x} \frac{\gamma^{2 N}}{p^{2}\left(p^{2}+\gamma^{2 N}\right)}=\infty
\]

But \(\quad \sum_{i,} C_{(-Q, N)}^{\left(x_{i}, g_{j}\right)} \varepsilon_{i} \varepsilon_{j} \quad\) can have a meaning in the \(Q \rightarrow \infty\) limit if \(\sum \varepsilon_{i}=0\) (neutrality). In fact :
\[
\lim _{Q \rightarrow \infty} \sum_{i, j} \varepsilon_{i} \varepsilon_{j} C\left(\begin{array}{c}
\left(\alpha_{i}, N\right)  \tag{70}\\
\left.x_{j}\right)
\end{array}{ }^{\prime \prime}=" \int d^{2} p \sum_{i, j} \varepsilon_{i} \varepsilon_{j} \frac{e^{i p \cdot\left(x_{i}-x_{j}\right)}}{p^{2}\left(p^{2}+\gamma^{2 N}\right)} \gamma^{2 N}\right.
\]
and if \(p=0, \sum_{i, 1} \varepsilon_{c} \varepsilon_{y} e^{i p\left(x_{i}-x_{j}\right)}\) has a zero. provided \(\sum_{i-c, \varepsilon_{i}}=0\) which makes (70) finite. If \(\sum \varepsilon_{i} \neq 0\) (not neutral) then \(\sum_{i, \gamma} \varepsilon_{i} \varepsilon_{j} C^{\left.\left(-c_{i}, N_{i}\right), x_{0}\right)} \underset{Q \rightarrow \infty}{\longrightarrow} \infty\)
\[
\lim _{Q \rightarrow \infty} e^{-\frac{\alpha^{2}}{2} \sum_{i, y} \varepsilon_{i} \varepsilon_{j} C^{(-Q, N)}\left(x_{i}, x_{j}\right)}= \begin{cases}0 & \text { if } \sum_{i=1}^{M} \varepsilon_{i} \neq 0 \\ e^{-\frac{\alpha^{2}}{2}} \sum_{i \neq j} \varepsilon_{i} \varepsilon_{j}\left(C^{(-\infty, N)}\left(x_{i}, x_{j}\right)-C_{(0,0)}^{(-\infty, N)}\right.\end{cases}
\]
where \(C^{(-\infty, N)}\left(X_{i}, x_{j}\right)-C^{(-\infty, N)}(0) \quad\) is a symbolic notation for
\[
\begin{equation*}
\lim _{Q \rightarrow \infty}\left[C^{\left(-Q_{1}, N\right)}\left(x_{i}, x_{j}\right)-C^{(-Q, N)}\left(x_{i} ; x_{i}\right)\right] \tag{72}
\end{equation*}
\]
(71) shows that only neutral configurations are contributing to \(Z_{I}^{(-Q, N)}\) in the infrared limit.
Therefore \(\lim _{Q \rightarrow \infty} Z_{I}^{(-Q, N)}\) defines the partition function of a neutral gas cot charged parties) with a 2-body interaction
\[
\begin{align*}
V^{(N)}\left(x_{i}, x_{\gamma}\right) & =\lim _{Q \rightarrow \infty} \int d^{2} p \frac{\left(\gamma^{2 N}-\gamma^{-2 Q}\right)}{\left(p^{2}+\gamma^{-2 Q}\right)\left(p^{2}+\gamma^{2 N}\right)}\left(e^{i p\left(x_{i}-x_{j}\right)}-1\right) \\
& =\int d^{2} p \frac{\gamma^{2 N}}{p^{2}\left(p^{2}+\gamma^{2 N}\right)}\left(e^{i p\left(x_{i}-x_{j}\right)}-1\right) \tag{73}
\end{align*}
\]

At large distance
\[
\begin{equation*}
V^{(N)}\left(x_{i}, x_{j}\right) \simeq-\frac{1}{2 \pi} \ln \left|x_{i}-x_{j}\right| \tag{74}
\end{equation*}
\]

Reinserting in (68) ( \(n c_{(0)}^{(L, N)}\) ) we can rewrite:
and

where
\[
V^{(L, N)}\left(x_{i}, x_{j}\right)=\lim _{Q \rightarrow \infty}\left(C^{(-Q, N)}\left(x_{i, x_{j}}\right)-C_{(0,}^{\left(-Q_{0}, 1\right)}\right) \equiv \lim _{N \rightarrow \infty} V^{(-Q, L, N)}\left(x_{i ; 1}\right)
\]
where
\[
\begin{aligned}
& C^{(-Q, N)}\left(x_{i}, x_{j}\right)-C^{(-Q, L)}(0) \\
& =(2 \pi)^{-2} \int d^{2} p\left(e^{i p\left(x_{i}-x_{j}\right)}-1\right)\left(\frac{1}{p^{2}+\gamma^{-2 Q}}-\frac{1}{p^{2}+\gamma^{2 L}}\right) \\
& +(2 \pi)^{-2} \int d p_{p} e^{i p\left(x_{i}-x_{j}\right)}\left(\frac{1}{p^{2}+\gamma^{2 L}}-\frac{1}{p^{2}+\gamma^{2 N}}\right)
\end{aligned}
\]

As \(Q \rightarrow \infty\) the first integral is finite for \(|p|=0\) and \(|p| \longrightarrow \infty\) As \(N \longrightarrow \infty\) the second integral is finite for \(x \neq 0\).
Therefore the first integral behaves as \(-1 / 2 \pi \ln \gamma^{2}\left|x_{i}-x_{j}\right|\) as \(\left|x_{i}-x_{j}\right| \rightarrow \infty\) . The second integral behaves as \(-1 / 2 \pi \ln \gamma^{L}\left|x_{i}-x_{j}\right|\)
\(\left|x_{i}-x_{j}\right| \longrightarrow 0\).
Let's remember that \(\gamma^{L}\) has the dimension \(\left[e^{-1}\right]\)
Let's define therefore
\[
\begin{equation*}
\gamma^{L}=r_{0}^{-1} \tag{79}
\end{equation*}
\]

Therefore it follows easily that
\[
\begin{equation*}
\lim _{(Q, N) \rightarrow \infty} V^{(-Q, L, N)}(x)=12 \pi \ln \left(\frac{r_{0}}{|x|}\right) \tag{80}
\end{equation*}
\]

To fix L means to fix an intermediate scale (a visible length scale)
\[
\begin{align*}
& \gamma^{-L}=r_{0} \\
& \gamma^{-N}=d \tag{81}
\end{align*}
\]
\(d\) is the ultraviolet length scale: then \(\quad C^{(L, N)}(0)=1 / 2 \pi \ln r_{0} / d\) Therefore we can write:
\[
\begin{equation*}
Z_{I}^{(-Q, N)}=\int d \mu\left(\psi^{(-Q, N)}\right) e^{2\left(\mu\left(\frac{r_{0}}{d}\right)^{\alpha^{2} / 4 \pi}\right) \int \cos \alpha \psi^{(-Q, N)}(x) d^{2} x} \tag{82}
\end{equation*}
\]

We have discussed the connection between the massive Sine-Gordon theory and the Yukawa gas. We have also given some hints on the way to extend thls connection to the true Couiomb gas.

Now we want to write the partition function for the neutral Coulomb gas system with a fixed ultaviolet cutoff.

Let's define
\[
\begin{equation*}
z_{I}^{(R)}(\lambda, \beta)=\int d \mu\left(\psi^{(R)}\right) e^{2 \lambda \int_{I} \cos \alpha \psi_{(x)}^{(R)} d^{2} x} \tag{83}
\end{equation*}
\]
where \(\psi^{(R)}\) is a g.r.f. with covariance (we call here \(Q=R\) )
\[
\begin{equation*}
C_{\psi(R)}=\frac{1}{p^{2}+\gamma^{-2 R}}-\frac{1}{p^{2}+\gamma^{2}} \tag{84}
\end{equation*}
\]

From what just discussed, we have that \(\lim _{\mathcal{R} \rightarrow \infty} Z_{I}^{(R)}(\lambda, \beta) \equiv Z_{I}^{\infty}(\lambda, \beta)\) is the partition function for the Coulomb gas in the grand canonical formalism. with an ultraviolet regulator.
\[
\begin{aligned}
& \text { The idea is now that of studying } Z_{I}^{(R)} \text { with the R.G. and then to }
\end{aligned}
\]
prove results uniform in R. Therefore:
\[
\begin{equation*}
\psi_{\xi}^{(R)}=\sum_{k=0}^{R} \tilde{\psi}_{\xi}^{(k)} \tag{85}
\end{equation*}
\]
and \(\tilde{\psi}_{\xi}^{(k)}\) has covariance
\[
\begin{equation*}
C^{(k)}(x-y)=(2 \pi)^{-2} \int d^{2} p e^{i p(x-y)}\left(\frac{1}{p^{2}+\gamma^{-2 k}}-\frac{1}{p^{2}+\gamma^{-2(x-1)}}\right) \tag{86}
\end{equation*}
\]
\[
\begin{equation*}
C_{\psi}=\sum_{k=0}^{R} C^{(k)} \tag{87}
\end{equation*}
\]

The fields \(\psi\) are again identically distributed, but differently from the ultraviolet case now those with lower \(K\) have a decay on a shorter scale. In fact
\[
\tilde{\psi}_{\xi}^{(\kappa)}=\tilde{\psi}_{\gamma^{-k} \xi}^{(1)}
\]
(88)

Therefore \(\tilde{\psi}^{(K)}\) with \(K \gg\) describe the Infrared components of the field \(\psi^{(R)}\) while those with finite \(K\) around 0 the ultraviolet and visible components of the field \(\psi\).

To study the thermodynamic properties of the Coulomb gas we have to proceed In this way:
1) Consider a certain number of frequencies \(1.2 \ldots . . K\) and the corresponding fields \(\tilde{\psi}^{(1)}, \tilde{\psi}^{(2)}, \ldots, \tilde{\psi}^{(h)}\)
2) Compute the effective potential \(\tilde{V}^{(K)}\) that we obtain by integrating over all the lowest frequencies \(K+1, \ldots . R\) and which of course will depend on \(R\). \(\tilde{\mathbf{V}}(K)\) is defined in this way
\[
\begin{equation*}
e^{V^{(k)}\left(\psi^{(1)}, \ldots, \psi^{2(k)}\right)} \equiv \int e^{\lambda \int_{2}^{2} \cos \alpha \psi_{(\xi)}^{(R)} d \xi} P\left(d \tilde{\psi}^{(k)}\right) \ldots P\left(d \tilde{\psi}^{(\alpha+1)}\right) \tag{89}
\end{equation*}
\]
3) Send \(R \rightarrow \infty\). The effective potential we have In this way tells us how the Coulomb interaction plays its role over the observables of "frequencies" associated to the fields \(\tilde{\psi}^{(1)} \ldots, \tilde{\psi}^{(k)}\). Of course after that \(R \longrightarrow \infty\) the highest integer \(k\) can be as large as we like.

\section*{Remark}

We have:
\[
\begin{align*}
& e^{\tilde{V}_{I}^{(k)}\left(\tilde{\psi}^{(1)}, \ldots, \tilde{\psi}^{(k)}\right)}=\int P\left(d \tilde{\psi}^{(k+1)}\right) \ldots P\left(d \tilde{\psi}^{(R)}\right) e^{2 \lambda \int_{I} \cos \alpha \psi^{(R)}(\xi) d^{2} \xi} \\
& 2 \lambda \int_{I} \cos \alpha \psi_{\xi}^{(R)} d^{2 \xi}=\lambda \sum_{\sigma= \pm 1} \int e^{i \alpha \sigma \psi_{\xi}^{(R)}} d^{2 \xi} \equiv V_{I}(R) \tag{91}
\end{align*}
\]
(90)

Let's define
\[
\psi_{\xi}^{(k+1, R)} \equiv \sum_{J=k+1}^{R} \widetilde{\psi}_{\xi}^{(J)}
\]
(92)
therefore
\[
\begin{align*}
& \psi_{\xi}^{(R)} \equiv \psi_{\xi}^{(0, R)}=\psi_{\xi}^{(K)}+\psi_{\xi}^{(K+1, R)}  \tag{93}\\
& V_{I}^{(R)}=\sum_{\sigma} \int_{I}\left(\lambda e^{\left.i \alpha \sigma \psi_{\xi}^{(K)}\right) e^{i \alpha \sigma \psi_{\xi}^{(K+1, R)}} d^{2 \xi}}\right. \tag{94}
\end{align*}
\]

Let's define
\[
\begin{equation*}
\lambda_{\sigma}(\xi) \equiv \lambda e^{i \alpha \sigma \psi_{\xi}^{(\alpha)}} \equiv \lambda_{\sigma}\left(\psi_{\xi}^{(\kappa)}\right) \tag{95}
\end{equation*}
\]
over \(\psi_{\xi}^{(\kappa)}\) I am not going to integrate and therefore \(\lambda_{\sigma}\) is just an acilvity depending on \(\xi\). If now one tries to compute (90) one is again in situation which is formally of the same type as that discussed in the ultraviolet case.
\[
e^{\tilde{V}_{i}^{(k)}\left(\psi^{(k)}\right)}=\int P\left(d \tilde{\psi}^{(k+1)}\right) \ldots P\left(d \tilde{\psi}^{(k)}\right) e^{\sum \int \lambda_{\sigma}(\xi) e^{i \alpha \sigma \psi_{\xi}^{(k+1, R)} d \xi \xi}}
\]
is formally a partition function for the following field theory:

To compute \(\widehat{V}_{I}^{(k)}\left(\psi^{(k)}\right)\) is lust to compute the "pressure" for this partition function.
If we put \(K=-1\) then this is the true partition function.
Two remarks now:
a) One has to compute (90) with the same technics as before, which means that one computes (90) integrating one step after another and trying to control the remainder at each step.

Let's assume for the moment we are able to do it : we will discuss it in some detail for the pressure we get the following expression for \(\tilde{V}_{I}^{(k)}\) :
\[
\begin{equation*}
\tilde{V}_{I}^{(k)}\left(\psi^{(k)}\right)=\lim _{R \rightarrow \infty} \sum_{q=1}^{\infty} \frac{1}{q!} \mathcal{G}_{\psi^{(k+1, R)}}^{\tau}\left(V_{I}^{(R)}\left(\psi^{(k)}, \psi^{(k+1, R)}, q\right)\right. \tag{97}
\end{equation*}
\]

Formal cumulant expansion. The following facts are true ([8][10]):
a) each term of this series is finite as \(R \rightarrow \infty\), but the odd order terms go to 0 (neutrality)
\(a^{\prime}\) ) each term of this series describes the contribution to the Interaction typical of a multipole.
b) for \(\alpha^{2}>8 \pi\) this series is asymptotic to \(\tilde{V}^{(K)}\) which means that with probability 1
\[
\begin{equation*}
\left|V_{I}^{(k)}\left(\psi^{(k)}\right)-\lim _{R \rightarrow \infty} \sum_{q=1}^{M} \frac{1}{q!} C_{q}\left(\psi^{(k)}\right)\right| \leq O\left(\lambda^{M+\tau}\right) \tag{98}
\end{equation*}
\]
with \(T>0\)
c) for \(\alpha^{2}<8 \pi\) we have the following results:
the term \(C_{2 q}\left(\psi^{(k)}\right)\) describing the contribution of a \(2 q\)-multipole to the effective potential is in the limit \(R \rightarrow \infty\) finite as \(\alpha^{2}>\alpha^{2}{ }_{2} q\) and infinite as \(\alpha^{2}<\alpha^{2} q^{2}\). Therefore the asymptotic expansion becomes
\[
\begin{equation*}
\left|V_{I}^{(k)}\left(\psi^{(k)}\right)-\lim _{R \rightarrow \infty} \sum_{q=1}^{M(\alpha)} \frac{1}{q!} C_{q}\left(\psi^{(k)}\right)\right| \leqslant O\left(\lambda^{M(\alpha)+\tau}\right) \tag{99}
\end{equation*}
\]
and \(M(x) \leqslant 2(n-1)\) if \(x^{2} \in\left[\alpha_{2(n-1)}^{2}, x_{2 n}^{2}\right]\)
which exactly means that the description of the effective interaction as sum of all size muitipoles falls below \(8 \pi\) but partially survives.

The Mayer expression for the pressure, \(\alpha^{2}>8 \pi\)
now we want to estimate the pressure of the Coulomb gas which means \(\widetilde{V}_{\left(\psi^{(\alpha)}\right)}^{(k)}\)
for \(K=-1\) : therefore we want to compute:
\[
\begin{equation*}
\int d \mu\left(\psi^{(R)}\right) e^{-2 \lambda \int_{I} \cos \alpha \psi_{\xi}^{(R)} d^{2} \xi}=z_{I}^{(R)}(\lambda, \beta) \tag{100}
\end{equation*}
\]
in the \(R \longrightarrow \infty\) limit.
Let's define \(\quad \varphi_{x}^{[\leqslant R]}=\psi_{\gamma R_{x}}^{(R)}\)
\[
\begin{align*}
& \psi_{x}^{[R)} \longleftrightarrow \frac{1}{p^{2}+\gamma^{-2 R}}-\frac{1}{p^{2}+\gamma^{2}} \\
& \varphi_{x}^{[\leqslant R]} \longleftrightarrow \frac{1}{p^{2}+1}-\frac{1}{p^{2}+\gamma^{2(R+1)}}  \tag{101}\\
& \int d \mu\left(\psi^{(R)}\right)=\int d \mu\left(\varphi^{[\leqslant R]}\right) \ldots  \tag{103}\\
& \lambda \int_{I} \cos \alpha \psi_{\xi}^{(R)} d^{2} \xi=\lambda \gamma^{2 R} \int_{\gamma-R_{I}}^{\cos \alpha \psi_{\gamma^{2} R_{x}}^{(R)} d d^{2}}
\end{align*}
\]
\[
\begin{align*}
& \cos \alpha \psi_{\gamma^{2 R} x}^{(R)}=\cos \alpha \varphi_{x}^{[\leq R]}=: \cos \alpha \varphi_{x}^{[S R]}:\left\langle\cos \alpha \varphi_{x}^{[\leq R]}>\right. \\
& =: \cos x \varphi_{x}^{[\leqslant R]}: e^{-\frac{\alpha^{2}}{2} C_{(R)}^{(R)}}=\gamma^{-\frac{\alpha^{2}}{4 \pi} R}: \cos \alpha \varphi_{x}^{[S R]}: \tag{104}
\end{align*}
\]
therefore
\[
\begin{align*}
& \lambda \int_{I} \cos \alpha \psi_{\xi}^{(R)} d^{2} \xi=\left(\lambda \gamma^{\left(2-\frac{x^{2}}{4 \pi}\right) R}\right) \int_{\gamma^{-R_{I}}}: \cos \alpha \varphi_{x}^{[\leqslant R]}: d^{2} x \\
& =\lambda(R) \int_{\Lambda(R)}: \cos \alpha 4_{x}^{[S R]}: d^{2} x \equiv V_{0, N(R)}^{(R)} \tag{105}
\end{align*}
\]
therefore the partition function is now exactly the same as in the ultraviolet problem for the Yakawa gas except that:
a) \(\lambda \rightarrow \lambda(R)=\lambda \gamma^{\left(2-\frac{\alpha^{2}}{4 \pi}\right) R}\)
b) \(\Lambda \rightarrow \Lambda(R)=\gamma^{-R_{I}}\)
(106)
c) \(\alpha^{2}>8 \pi\)

It is clear that. as we know there is no ultraviolet stabllity above \(8 \pi\). the only possibility that the theory exists here is that \(\lambda\) (R) and \(\Lambda\) (R) match together in the right way to compensate every divergence.
This must be true as in the infrared case:
\[
\begin{equation*}
\int d \mu\left(\psi^{(R)}\right) e^{2 \lambda \int_{\bar{L}} \cos \alpha \psi_{\xi}^{(R)} d^{2} \xi} \leq e^{2 \lambda|I|} \tag{107}
\end{equation*}
\]
is trivial.
The point is that in this case one wants to prove the asymptoticity of the Mayer series for the pressure which means to control the cumulant expansion at any order and to have a non trivial estimate on its remainder.

To do that one has to proceed in this way: as in the ultraviolet case define
\[
C_{2 q}=\xi_{\varphi}^{T}[\leqslant R]\left(V_{0, \wedge(R)}^{(R)} ; 2 \dot{q}\right)
\]
(108)
and rewrite the partition function in the following way:
\(Z_{1}^{(R)}(\lambda, \beta)=e^{\sum_{q=1}^{M} \frac{C_{2 q}^{(R)}}{(2 q)!}} \int d \mu\left(\varphi^{[\leqslant R]}\right) e^{\left[V_{0, N(R)}^{(R)}-\sum_{q=1}^{M} \frac{1}{(2 q)!} C_{2 q}^{(R)}\right]}\)
(109)
then one can prove the two following facts:
1) all the coefficients \(C_{2 q}^{(R)}\) are finite. in the \(R \longrightarrow \infty\) limit.
II) The integration in (109) with this "renormalized" potential is such that, for a mechanism very similar to that working in the ultraviolet case, produces a remainder which is finite and has the right properties in \(\lambda\) and \(|I|\)
The proof goes on with the same R. G. techniques used in the ultraviolet case.
(1) and (II) allow us to conclude that for any integer \(M, \alpha^{2}>8 \pi\), provided \(\lambda\) is small enough. ( \(M\) dependent), there exists a constant Co. such that
\[
\begin{equation*}
\left|P(\lambda, \beta)-\sum_{q=1}^{M} \frac{1}{(2 q)!} \bar{C}_{2 q}(\lambda, \beta)\right| \leqslant c_{0} \lambda^{M+\delta} \tag{110}
\end{equation*}
\]
when
\[
\bar{C}_{2 q} \equiv \lim _{|I| \rightarrow \infty} \lim _{R \rightarrow \infty} \frac{C_{2 g}^{(R)}}{|I|}
\]
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1 - Introduction.

Semi-classical approximation of quantum systems through the saddle point method has been developped during the last years in view of a semi-classical treatment of Q.C.D. Let us recall that this method has been tested quite successfully in elementary quantum mechanical systems. For the standard double-well problem it has been shown that (complex) saddle points indeed generate the W.K.B. result [l] and that the so-called dilute gas approximation just mimics the structure of the saddle points. In the octic double-well problem the dilute gas approximation does not work [2I, but the proper saddle point method is in good agreement with the W.K.B. result [3].
In order to better control this method in quantum field theory, instanton contribution for the non-linear (3) model has been extensively studied starting with the works of Berg and Lüscher and Fateev, Frolov and Schwartz [4]. In their approach, they imposed "spherical" boundary conditions which amounts to define the classical model on the two dimen sional sphere. Their result has been analysed by Patrascioiu and Rouet. [5] and Rouet [6]. If the saddle point method is to be taken seriously one is led to think that in the infinite volume limit the behaviour of the semi-classical model is independent of the boundary conditions. This is the main reason why we apply the saddle point method starting with periodic boundary conditions for the classical model. This computation has been already done in [7]. However the analysis of the results was not achieved. In particular, the isospin invariance was not considered which play a central role if we wants to interpret the results in terms of an ensemble of charged particles.
In the present paper, we continue this analysis. To be complete we felt

\footnotetext{
* Laboratoire Propre du C.N.R.S.
}
necessary to recall some facts especially on the instanton manifold which were only suggested in [7]. This is why the classical 0 (3)model on the torus is presented is Section 2. Section 2.1 deals with the classical field configurations and their topological properties. In section 2.2 , the instanton manifold is described in a way to be used in the saddle point method. In section 2.3 , the action is introduced together with a "Riemanian metric". In section 3 , we recall the computation already performed adding corrections which in fact changes our previous result. Sections 3.4 and 3.5 deal with isospin invariance which allows us to get an expression for the mean value of scalar observables to be connected with a Coulomb gas. In the last section comments are given on the infinite volume limit.

2- The classical Euclidean \(\mathbb{C P}_{1}\) Model on the Torus
2.1 - The Field Configurations.

The classical field configurations are mappings from the two dimensional torus \(T_{2} \equiv \mathbb{R}^{2} / \mathbb{Z}^{2}\) into the sphere \(S_{2}\) (i.e. \(\mathbb{C P}_{1}\) ). Let us denote by \(n\) such a mapping. As a mapping from \(\mathbb{R}^{2}\) into the unit vectors in \(\mathbb{R}^{3}\), it has the following properties
\[
\begin{align*}
& \vec{n}\left(x_{1}+l, x_{2}+m\right)=\vec{n}\left(x_{1}, x_{2}\right) \quad l, m \in \mathbb{Z} \\
& \vec{n}(x)^{2}=1 \tag{2.1}
\end{align*}
\]

We know that two maps are homotopic if and only if they have the same degree [81, (the so called topological charge). The configuration space is then decomposed into subspaces \(N_{k}\) of maps with degree \(k\). A smooth \(\operatorname{map} \gamma: \mathbb{R} \times \mathbf{T}_{2} \rightarrow S_{2}\) defines a path in \(N_{k}\) by \(t \longmapsto n_{t}=\gamma(t, \cdot)\). Let \(n_{o} \in \mathcal{N}_{k}\). The tangent space \(\mathrm{T}_{\mathrm{no}}\left(\mathbf{N}_{k}\right)\) at no is defined as
\[
T_{\text {no }}\left(N_{k}\right)=\left\{m: T_{2} \rightarrow \mathbb{R}^{3} ; \vec{m}(x) \cdot \overrightarrow{n_{0}}(x)=0 \quad \forall x \in \mathbb{N}_{2}\right\}
\]

Given any path \(t \longmapsto n_{t}\) through \(n_{o}(\) at \(t=0)\), one has
\[
\left.\frac{d}{d t} n_{t}\right|_{t=0} \in T_{n o}\left(W_{k}\right)
\]

Conversely, given any \(m \in T_{\text {no }}\left(\mathcal{N}_{\mathrm{k}}\right)\), there exists a path \(t \rightarrow n_{t}\) such that
\[
\left.\frac{d}{d t} n_{t}\right|_{t=0}=m
\]

The classical action \(S=\mathcal{A}^{p} \rightarrow \mathbb{R}\) is defined as
\[
\begin{equation*}
S(n)=\frac{1}{2 f} \int_{T_{2}} d^{2} x \sum_{\mu=1}^{2} \partial_{\mu} \vec{n}(x) \cdot \partial_{\mu} \vec{n}(x) \tag{2.2}
\end{equation*}
\]

Due to conformal invariance of the classical model, the action is ingependent of the size \(L\) of the torus, this is why \(L=l\) in this section. Let us recall also that the degree of a map \(n\) given by
\[
Q(n)=\frac{1}{8 \pi} \int_{T_{2}} d^{2} x \varepsilon^{\mu \nu} \vec{n} \cdot\left(\partial_{\mu} \vec{n} \wedge \partial_{\nu} \vec{n}\right)
\]
is the pull-back on \(\mathbb{T}_{2}\) of the normed volume element of \(S_{2}\). It is well known that
\[
\begin{equation*}
S(n) \geqslant \frac{4 \pi}{f}|Q(n)| \tag{2.4}
\end{equation*}
\]
and that \(S(n)=\frac{4 \pi}{f}|Q(n)|\) if and only if the map \(n\) is either holomorphic or anti-holomorphic. Holomorphic and anti-holomorphic maps (named instantons and anti-instantons) are the only critical points of the action More precisely, if \(t \longmapsto n_{t}\) is a path in \(N_{k}\) then
\[
\left.\frac{d}{d t} S\left(n_{t}\right)\right|_{t=0}=\frac{\delta S}{\delta n_{o}}\left(\dot{n}_{o}\right), \quad \dot{n}_{o}=\left.\frac{d}{d t} n_{t}\right|_{t=0}
\]
vanishes if and only if no is such a map. Finally at every critical point one defines a bilinear map (the Hessian of \(S\) ) on \(T_{n_{o}}\left(N_{N}\right)\) defined by
\[
\begin{equation*}
\left.{\frac{d^{2}}{}}^{2 t} S\left(n_{t}\right)\right|_{t=0} \equiv \frac{\delta^{2} S}{\delta n_{o} 2}\left(\dot{n_{o}}, \dot{n_{O}}\right) \tag{2.5}
\end{equation*}
\]

\section*{2.2 - The Manifold of Instantons}

Using holomorphic coordinates for the sphere \(S_{2}\) (App.A) that is, defiming :
\[
\begin{aligned}
& u(x)=\left(\varphi_{+}^{-1} \text { on }\right)(x) \text { for the } x^{\prime} \text { s such that } n(x) \in S_{2}-\left\{e_{3}\right\} \\
& v(x)=\left(\varphi^{-4} \text { on }\right)(x) \text { for the } x^{\prime} \text { s such that } n(x) \in S_{2}-\left\{-e_{3}\right\}
\end{aligned}
\]
and using \(Z=x_{1}+i x_{2}\) the instanton solutions are such that
\[
\begin{equation*}
\partial_{z} u=0, \quad \partial_{z} v=0 \tag{2.6}
\end{equation*}
\]

They are elliptic functions and can be expressed [9] in terms of the \(\sigma\)-functions with half periods \(1 / 2\) and \(i / 2\) having the covariance proparty
\[
\sigma(z+w)=(-1)^{m+n+m n} \quad e^{\pi \bar{w}\left(z+\frac{w}{2}\right)} \sigma(z) \quad, \quad w=n+i m \in \dot{\mathbb{Z}}+i \mathbb{Z} \quad \text { (2.7) }
\]

More precisely, an instanton solution of degree \(k\) is given by
\[
\begin{equation*}
u=c \prod_{i=1}^{k} \frac{\sigma(z-a i)}{\sigma(z-b i)} \tag{2.8}
\end{equation*}
\]
where \(C\) is a non vanishing complex parameter while the ai's and bi's are such that
\[
\sum_{i=1}^{k} a_{i}=\sum_{i=1}^{k} b_{i}, \quad a_{i} \neq b_{j}+w \quad \forall i, j=1,2, \ldots, k \quad w^{\prime} \varepsilon \mathbb{Z}+i \mathbb{Z}
\]

For later convenience we define
\[
r=\frac{1}{k} \sum_{i=1}^{k} a_{i}=\frac{1}{k} \sum_{i=1}^{k} b_{i}
\]

Two sets of parameters ( \(c, a ; b\) ) and ( \(\left.c^{\prime}, a^{\prime}, b^{\prime}\right)\) define the same solution if and only if there exist
a) \(\mu_{i}, \lambda_{i} \in \mathbb{Z}+i \mathbb{Z} \quad i=1,2, \ldots k\) such \(\operatorname{that}_{i=1}^{k} \mu_{i}=\sum_{i=1}^{k} \lambda_{i}\)
b) \(\varepsilon\) and \(\delta\) permutations of \(\{1,2, \ldots, k\}\)
such that
\[
\begin{aligned}
& a_{i}^{\prime}=a_{\varepsilon_{i}}+\mu \epsilon_{i} \\
& b_{i}^{\prime}=b_{\delta_{i}}+\lambda_{i} \delta_{i} \\
& c^{\prime}=C(-1)^{\sum_{i=1}}\left(R \lambda_{i} I \lambda_{i}-R \mu_{i} I \mu_{i}\right) e^{-\Pi \sum_{i=1}^{k}\left[\bar{\mu}_{i} a_{i}-\bar{\lambda}_{i} b_{i}+\frac{\left.\left|\mu_{i}\right|^{2}-\left|\lambda_{i}\right|^{2}\right]}{2}\right.}
\end{aligned}
\]
where \(R \lambda\) and \(I \lambda\) denote the real and imaginary part of \(\lambda\) respectively. Hence one deduces that an instanton solution of degree \(k\) is entirely determined by
i) \(a \operatorname{set}\left[a_{i}, b_{i}\right] \in T_{2}^{k-1} \times T_{2}^{k-1} \quad a_{i} \neq b_{j}\)
ii) a number \(r \in \mathbb{T}_{2}\)
iii) a complex number c \(\neq 0\)
the solution being given by Equ. (2.8) where
\[
a_{k}=k r-\sum_{i=1}^{k-1} a_{i} \quad b_{k}=k r-\sum_{i=1}^{k-1} b_{i}
\]
up to permutations.
In order to treat correctly the parameter \(c\) one needs to look at the action of the isospin group \(\mathrm{SU}_{2}\) on the instanton manifold. The action of \(\mathrm{SU}_{2}\) reads
\[
\begin{equation*}
\mu \longrightarrow \frac{\alpha \mu+\beta}{-\bar{\beta} \mu+\bar{\alpha}} \quad|\alpha|^{2}+|\beta|^{2}=1 \tag{2.10}
\end{equation*}
\]

The function \(\alpha \mu+\beta\) is an elliptic function with \(k\) poles \(\left\{b_{i}\right\}\) and there fore has \(k\) zeros \(\left\{a_{i}^{\prime}\right\}\) such that \(\sum b_{i}=\sum a_{i}\). So we put \(\alpha c \prod_{i=1}^{k} \sigma\left(z-a_{i}\right)+\beta \prod_{i=1}^{k} \sigma\left(z-b_{i}\right)=c_{1}^{\prime} \prod_{i=1}^{k} \sigma\left(z-a_{i}^{\prime}\right)\)
\(-\beta c \prod_{i=1}^{k} \sigma\left(z-a_{i}\right)+\overline{\prod_{i=1}^{k}} \sigma\left(z-b_{i}\right)=c_{2}^{\prime} \prod_{i=1}^{k} \sigma\left(z-b_{i}^{i}\right)(2.11)\)
where \(c^{\prime} 1\) and \(c^{\prime} 2\) are non vanishing complex numbers and
\[
\begin{equation*}
\sum a_{i}^{\prime}=\sum b_{i}^{\prime}=\sum a_{i}=\sum b_{i}=k r \tag{2.12}
\end{equation*}
\]

We see that \(r\) is invariant under the action of \(\mathrm{SU}_{2}\). The above equations are valid for any \(z\). For a given \(z_{0}\), we therefore obtain a solution \(u\) ' ( \(z\) ) such that
\[
\begin{equation*}
\mu^{\prime}\left(z_{0}\right) \equiv \frac{\alpha \mu(z)+\beta}{-\bar{\beta} \mu(z)+\bar{\alpha}}=1 \tag{2.13}
\end{equation*}
\]
from a solution \(u(z)\). Conversely, from the set of solutions given by
\[
\begin{equation*}
u(z)=\prod_{i=1}^{k} \frac{\sigma\left(z_{0}-b_{i}\right)}{\sigma\left(z_{0}-a_{i}\right)} \frac{\sigma\left(z-a_{i}\right)}{\sigma\left(z-b_{i}\right)} \tag{2.14}
\end{equation*}
\]
one generates all the instanton solutions by the action of the \(\mathrm{SU}_{2}\) group. If one imposes only that
\[
\begin{equation*}
\sum_{i=1}^{k}\left(a_{i}-b_{i}\right) \in \mathbb{Z}+i \mathbb{Z} \tag{2.15}
\end{equation*}
\]
then these solutions reads
\[
\begin{equation*}
u(z)=e^{\pi\left[\sum_{i=1}^{k}\left(\bar{a}_{i}-\bar{b}_{i}\right)\right]\left(z-z_{0}\right)} \prod_{i=1}^{k} \frac{\sigma\left(z_{0}-b_{i}\right) \sigma\left(z-a_{i}\right)}{\sigma\left(z_{i} \sim a_{i}\right) \sigma\left(z-b_{i}\right)} \tag{2.16}
\end{equation*}
\]

We will use this parametrization in our final result.

\section*{2.3 - The Hessian of the Action ; Riemannian Metric.}

Let us denote by \(\dot{\dot{u}}\) and \(\dot{v}\) the components of a tangent vector at an instanto solution \(n\) with components \(u\) and \(v\). One gets
\[
\begin{equation*}
\dot{u}=-u^{2} \dot{v} \tag{2.17}
\end{equation*}
\]
when \(z \neq a_{i}\) and \(z \neq b_{i}\). The Hessian \(\frac{\delta^{2} S}{\delta n^{2}}(\dot{n}, \dot{n})\) reads
\[
\begin{equation*}
\frac{\delta^{2} S}{\delta n^{2}}(\dot{n}, \dot{n})=\frac{1}{f} \int_{W_{2}} d^{2} x \frac{|\partial \bar{z} \mu|^{2}}{\left(1+|\mu|^{2}\right)^{2}} \tag{2.18}
\end{equation*}
\]
or as well
\[
\begin{equation*}
\frac{\delta^{2} s}{\delta n^{2}}(\dot{n}, \dot{n})=\frac{1}{f} \int_{T_{2}} d^{2} x \frac{|\partial z \dot{v}|^{2}}{\left(1+|v|^{2}\right)^{2}} \tag{2.19}
\end{equation*}
\]

Hence, defining
\[
\begin{align*}
& x=q^{-1} \prod_{i=1}^{k} \sigma\left(z-b_{i}\right)^{2} \dot{u}_{0} \quad \text { when } z \neq b_{i} \prod_{i=1}^{i=1} \sigma\left(z-a_{i}\right)^{2} \dot{v}_{0} \quad \text { when } z \neq a_{i}
\end{align*}
\]
where
\[
\begin{equation*}
q=|c|^{2} \prod_{i=1}^{k}|\sigma(z-a \dot{i})|^{2}+\left.\prod_{i=1}^{k}\left|\sigma\left(z-b_{i}\right)\right|^{2}\right|^{2} \tag{2.21}
\end{equation*}
\]
one checks that
\[
\xi=\mathcal{Y} \quad \text { when } z \neq b_{i} \text { and } z \neq a_{i}
\]
so that in termsof these new functions the Hessian can be written up independently of the choice of coordinates,
\[
\frac{\delta^{2} S}{\delta n^{2}}(\dot{n}, \dot{n})=\frac{1}{f} \int_{\mathbb{T}_{2}} d^{2} x\left|\left(\partial_{\bar{z}}+\partial \bar{z} \log q\right) x\right|_{(2.22)}^{2}
\]

This is the change of variables already introduced in Ref. [7].

From the periodicity property of the \(\sigma\)-function Equ. (2.7), we obtain
\[
\boldsymbol{X}(z+w, \bar{z}+\bar{w})=e^{\pi k[\bar{w}(z-r)-w(\bar{z}-\bar{r})]} X(z, \bar{z}), w \in \mathbb{Z}+i \mathbb{Z} \quad \text { (2.23) }
\]

As a sesqulinear form, \(\frac{\delta^{2} S}{\delta \eta^{2}}\) will be defined on the space of square integrable functions with periodicity property (2.23). One then defines on this space the following operators
\[
\begin{align*}
& \mathrm{Tq}=\partial_{\bar{z}}+\partial_{\bar{z}} \log \mathrm{q}  \tag{2.24}\\
& \mathrm{~T}_{\mathrm{q}}+=-\partial_{\mathrm{z}}+\partial_{\mathrm{z}} \log \mathrm{q} \tag{2.25}
\end{align*}
\]

Introducing
\[
\begin{equation*}
q_{o}=e^{\pi k|z-r|^{2}} \tag{2.26}
\end{equation*}
\]
we write
\[
\begin{align*}
\mathrm{Tq} & =\mathrm{T} \mathrm{q}_{\mathrm{o}}+\partial_{\mathrm{z}} \log \mathrm{q} / \mathrm{q}_{\mathrm{o}}  \tag{2.27}\\
\mathrm{Tq}^{+} & =\mathrm{Tq}_{o}+\partial_{\mathrm{z}} \log \mathrm{q} / \mathrm{q}_{\mathrm{o}} \tag{2.28}
\end{align*}
\]
where now the "perturbation" \(\partial \log \mathrm{q} / \mathrm{q}_{0}\) is seen to be periodic. Moreover let us list the following identities
\[
\begin{align*}
& \mathrm{Tq}=\mathrm{q}_{0} \mathrm{q}^{-1} \mathrm{Tq}_{o} \mathrm{q} \mathrm{q}_{o}^{-1} \\
& \mathrm{Pq}_{\circ} \mathrm{q} \mathrm{q}_{\circ}{ }^{-1} \mathrm{Pq}=\mathrm{q} \mathrm{q}_{\circ}^{-1} \mathrm{Pq} \tag{2.29}
\end{align*}
\]
where \(P q\) and \(P_{o}\) are the orthogonal projection operators on the zero mode subspaces of \(\Delta_{q}=\mathrm{Tq}^{+} \mathrm{Tq}\) and \(\Delta_{\mathrm{q}_{o}}=\mathrm{Tq}_{\mathrm{o}}{ }^{+} \mathrm{T} \mathrm{q}_{\mathrm{o}}\) respectively. Finally, a Riemannian metric is introduced in the "neighborhood" of the instanton solution \(u\) induced by the metric on the sphere \(S_{2}\). It reads
\[
\begin{equation*}
d S^{2}=\int_{T_{2}} d^{2} x \frac{|\dot{u}|^{2}}{\left(1+|u|^{Q}\right)^{2}} \tag{2.30}
\end{equation*}
\]

Decomposing \(\dot{u}\) into components along the zero modes \(\frac{\partial \mu}{\partial d_{i}}\) and orthogonal
modes \(\tau\) one gets
\[
\begin{equation*}
\mathrm{ds}^{2}=\sum_{i, j=1}^{k} \text { } \operatorname{Aij} \mathrm{d} \bar{\lambda}_{i} d \lambda j+\int_{\mathbb{T}} d^{2} x \frac{|乙|^{2}}{\left(1+|u|^{2}\right)^{2}} \tag{2.31}
\end{equation*}
\]
so that using the change of variable Equ. (2.20) for 乙
\[
\begin{equation*}
X=q^{-1} \prod_{i=1}^{k} \sigma\left(z-b_{i}\right)^{2} \tau \tag{2.32}
\end{equation*}
\]
one arrives at
where
\[
\begin{equation*}
d s^{2}=d f_{i j} d \bar{\lambda}_{i} d \lambda_{j}+\int_{\mathbf{T}_{2}} \mathrm{~d}^{2} \mathrm{x} \bar{\chi} \boldsymbol{x} \tag{2.33}
\end{equation*}
\]
\[
\mathscr{H i}_{j}=\int_{\pi_{2}} d^{2} x\left[1+|u|^{2}\right]^{-2} \frac{\partial \bar{\mu}}{\partial \lambda_{i}} \frac{\partial \mu}{\partial \lambda_{j}}
\]
the \(\lambda_{i}\) 's denoting a set of parameters defining the solution \(u\).

3- Functional Integral ; Instanton contribution.
3.1 - Functional Integral.

Writing formally the expectation value of an observable \(\theta\) as
\[
\begin{equation*}
\langle\theta\rangle=z^{-1} \int_{\mathcal{N}} \mathscr{D}_{(1)} \theta(n) e^{-S(x)} \tag{3.1}
\end{equation*}
\]
where \(\mathcal{D}(\mathrm{n})\) denotes the formal measure
\[
\begin{equation*}
D(n)=\prod_{x \in T_{2}} \operatorname{dn}(x) \tag{3.2}
\end{equation*}
\]
\(d n(x)\) being the volume element of \(S_{2}\).
The integral over \(\mathcal{N}\) is decomposed into a sum over all the topological sectors and an integral over each sector in which the saddle point method is to be used [10].
To be short, let us just say that \(\langle\theta\rangle\) is written as
\[
\begin{equation*}
{ }_{3 .}^{x} \int D x e^{-\frac{s}{f}}\left(x,\left[T_{q}^{+} T_{q}+P_{q}\right] x\right) \tag{3.3}
\end{equation*}
\]
according to section 2.3 .
In order to regularise the Gaussian integral we introduce Pauli-Villars
\[
\langle\theta\rangle=z^{-1} \sum_{k} \frac{e^{-\frac{4 \pi}{f} k}}{(k!)^{2}}\left(\frac{8}{\pi f}\right)^{2 k} \int \prod_{i=1}^{k} d^{2} \lambda_{i} \operatorname{det} N \theta\left(n_{i n s t)} e^{-\Gamma_{\text {reg }}}\right.
\]
\[
\Gamma_{\operatorname{reg}}(q)=\operatorname{Tr}_{r}\left\{\log \left[\Delta_{q}+P_{q}\right]+\sum_{i=1}^{2} e_{i} \log \left(\Delta q+\Gamma_{i}^{2}\right) L^{2}\right\}
\]

Note that the regularisation procedure breaks the conformal invariance and therefore makes the size \(L\) of the torus a parameter in the theory. We chose
\[
\begin{equation*}
e_{1}=1 ; e_{2}=-2 ; M_{1}^{2}=2 M^{2} ; M_{2}^{2}=M^{2} \tag{3.6}
\end{equation*}
\]
3.2 - The computation of \(\Gamma_{r e g}\)

This computation has been already performed in Ref. [7]. To be complete we just recall the steps of the calculus.
a) Assuming \(q\) arbitrary, for instance defining \(q_{t}=(1-t) q_{0}+q_{1}\) where \(q_{1}\) corresponds to Equ. (2.21), one computes first \(\delta\) 「 reg (q).
By using algebraic properties only, one gets
\[
\delta \Gamma_{r e g}=\int_{\mathbb{T}_{2}} d^{2} x \quad \delta \partial_{z} \log q\left[G_{q}^{+}+\sum_{i=1}^{2} e_{i} G_{+}^{M_{i}}\right](x, x)+\underset{(3.7)}{\text { c.c. }}
\]
where \(\mathrm{G}^{+} \mathrm{q}\left(\mathrm{x}, \mathrm{x}^{\prime}\right)\) is the kernel of the operator \(\mathrm{G}^{+} \mathrm{q}\) satisfying
\[
\begin{equation*}
\mathrm{Tq}^{+} \mathrm{G}^{+} \mathrm{q}=\mathbf{1}-\mathrm{pq} \quad, \quad \mathrm{G}^{+} \mathrm{q} \mathrm{Pq}=0 \tag{3.8}
\end{equation*}
\]
and \(G_{+}{ }^{M}\left(x, x^{\prime}\right)\) is the kernel of the operator \(z_{z} T q\left[\Delta q+M^{2}\right]^{-1}\)
Let us emphasize that the function \(\left[G^{+} q+\sum_{i=1}^{\frac{2}{2}} e_{i} G_{+}{ }^{M}\right](x, x)\) has to be periodic. One can easily see that from Equ. (B.7) of Ref. [7] our result has not this property. This is due to an incorrect expression of \(\mathrm{G}^{+} \mathrm{q}\) at coinciding arguments for which the main singularity has been only retained. A complete computation leads to the following result (see Append. B).
\[
\begin{align*}
& \delta \Gamma_{\text {reg }}=-\frac{2}{\pi} \int_{T_{R_{2}}} d^{2} x\left\{\delta \partial_{z} \log q \partial_{\bar{z}} \log q / q_{o}+\partial_{z} \log q / q_{o} \delta \partial_{\bar{z}} \log q\right\}  \tag{3.9}\\
&+d^{2} x \delta \log q \\
&+\delta \operatorname{Tr} \log N(q)
\end{align*}
\]
where \(N(q)\) is the matrix given by
\[
\begin{equation*}
N(q)_{i j}=\int d^{2} x \bar{x}_{(i)} x_{(j)} \quad i, j=1,2, \ldots 2 k \tag{3.10}
\end{equation*}
\]
\(X_{(i)}\) denoting the zero eigen modes of \(\Delta_{q}\) (Equ.(3.15) of Ref.[7])
Hence, having computed \(\Gamma_{\text {reg }}\left(q_{o}\right)\), one gets
\[
\Gamma_{r e g}(q)=-\frac{2}{\pi} \int_{-k \log M^{2} L^{2}-k \log k / 4} d^{2} \partial_{z} \log q /\left.q_{o}\right|^{2}+4 k \int d^{2} x \log q_{o}^{q}+\operatorname{Tr} \log (q)
\]
to be compared with Equ.(3.27) of Ref.[7].
b) The computation of \(\Gamma_{\text {reg corresponding to the instanton solutions }}\) follows quite easily referring to Equ. (3.36) of Ref.[7]. As one can see the function \(I(c, a, b)\) does not enter any more which changes rather drastically the final result. We get
\[
\begin{align*}
\Gamma_{\text {reg }}(\text { inst })= & \sum_{i, j=1}^{k} \log \left|\sigma\left(a_{i}-b_{j}\right)\right|^{2-} \sum_{i<j}^{k} \log \left|\sigma\left(a_{i}-a_{j}\right)\right|^{2}-\sum_{i<j} \log \left|\sigma\left(b_{i}-b_{j}\right)\right|^{2} \\
& +\log |c|^{2}+\log \operatorname{det} \mathcal{N}^{2}-k \log M^{2} L^{2} \\
& +\mu(k) \tag{3.12}
\end{align*}
\]
where
\[
\left.\mu(k)=2 k-k \log k / 4+2 k^{2} \int d^{2} x \log |\sigma(z)|^{2} e^{-\pi|z|^{2}}-\log \mid \lambda(k) \|^{2} 3.13\right)
\]

It has been shown elsewhere (see Ref.[ll]) that
\[
\begin{equation*}
\mu_{(k)}=-2 \alpha k+c \underline{s t} \tag{3.14}
\end{equation*}
\]
being a numerical constant.
3.3 - The expression of \(\langle\theta\rangle\)

Using ( \(c, r, a, b)\) to parametrize the instanton, the expectation value
(3.3) reads
\[
\begin{gather*}
\text { reads }\langle\theta\rangle=z^{-1} \sum_{k} \frac{L^{2 k}\{2 k}{(k!)^{2}} \int \frac{d^{2} c}{|c|^{2}} k^{2} d^{2} r \prod_{i=1}^{k-1} d^{2} a_{i} d^{2} b_{i} \\
\prod_{i<j} \frac{\left|\sigma\left(a_{i}-b_{j}\right)\right|^{2}\left|\sigma\left(b_{i}-b_{j}\right)\right|^{2}}{\prod_{i, j}\left|\sigma\left(a_{i}-b_{j}\right)\right|^{2}} \theta(u) \tag{3.15}
\end{gather*}
\]
where
\[
\begin{align*}
\xi & =\frac{8 M}{\pi f} e^{-2 \pi / f} e^{\alpha} \\
a_{k} & =-\sum_{i=1}^{k_{i}-1} a_{i}+k r  \tag{3.16}\\
b_{k} & =-\sum_{i=1}^{k_{k i}} b_{i}+k r
\end{align*}
\]

The integral over the \(a^{\prime}{ }_{i} s\) and \(b_{i}\) 's being taken on the torus. The intergration over \(r\) is also taken on the torus. The c-integration is to be looked at in connection with the isospin invariance of the problem as it was suggested in Section 2.2.
3.4 - Isospin Invariance ; the \(k=2\) case

The \(k=2\) case is quite instructive in dealing with isospin invariance. Due to the constraint \(\Sigma a_{i}=\sum b_{i}\), we use the new variables a and \(b\) defned through
\[
\begin{array}{ll}
a_{1}=a+r & a_{2}=-a+r \\
b_{2}=b+r & b_{2}=-b+r
\end{array} \quad a \neq \pm b
\]

Using the equations (2.11) the action of \(\mathrm{SU}_{2}\) on the instanton manifold reads
\[
\begin{align*}
& \gamma^{\prime}=(\alpha \gamma+\beta) /(-\bar{\beta} \gamma+\bar{\alpha}) \\
& \mathcal{P}\left(a^{\prime}\right)=[\alpha \gamma \rho(a)+\beta \rho(b)] /(\alpha \gamma+\beta)  \tag{3.18}\\
& \mathcal{P}\left(b^{\prime}\right)=[-\bar{\beta} \gamma \rho(a)+\bar{\alpha} \rho(b)] /(-\bar{\beta} \gamma+\bar{\alpha})
\end{align*}
\]
where \(\gamma=c \sigma(a)^{2} / \sigma(b)^{2}, \rho\) denoting the Weisstrass function with half periods \(1 / 2\) and \(i / 2\). From these equations, one constructs 3 independent \(\mathrm{SU}_{2}\) invariants namely,
\[
\begin{align*}
I_{0} & =\frac{|\gamma|^{2}|P(a)|^{2}+|P(b)|^{2}}{\left(|\gamma|^{2}+1\right)}  \tag{3.19}\\
I_{1}+i I_{2} & =\frac{|\gamma|^{2} P(a)+P(b)}{\left(|\gamma|^{2}+1\right)} \tag{3.20}
\end{align*}
\]

Hence, the invariant
\[
\begin{equation*}
J=I_{0}-\left|I_{1}+i I_{2}\right|^{2} \tag{3.21}
\end{equation*}
\]
is positive unless \(c\) is zero or infinity or \(\mathcal{P}(a)=\mathcal{P}(b)\) that is \(a= \pm b\). Therefore the range of integration which is \(S U_{2}\) invariant is defined to be
\[
\begin{equation*}
D_{\varepsilon}=\{(c, a, b) \mid J \geqslant \varepsilon\} \tag{3.22}
\end{equation*}
\]

To deal with the c-integration, we shall perform a change of variables using the \(\mathrm{SU}_{2}\) invariance. According to Eq (3.18), we put
\[
\begin{align*}
c \frac{\sigma(a)^{2}}{\sigma(b)^{2}} & =\frac{\alpha-\beta}{\alpha+\bar{\beta}} \quad\left(\text { i.e } \gamma^{\prime}=1\right) \\
\rho\left(a^{\prime}\right) & =\alpha(\bar{\alpha}-\beta) P(a)+\beta(\alpha+\bar{\beta}) \rho(b)  \tag{3.23}\\
\rho\left(b^{\prime}\right) & =\bar{\beta}(\beta-\alpha) \rho(a)+\bar{\alpha}(\alpha+\bar{\beta}) \rho(b)
\end{align*}
\]
where
\[
\begin{equation*}
\alpha=\cos \theta e^{i 4 / 2}, \quad \beta=\sin \theta e^{-i \varphi / 2},-\frac{\pi}{4} \leqslant \frac{\pi}{4}, 0 \leqslant \varphi \leqslant 2 \pi \tag{3.24}
\end{equation*}
\]

Then going from the variables ( \(c, a, b\) ) to the variables ( \(\theta, \varphi, a^{\prime}, b^{\prime}\) ) one gets
\[
\begin{aligned}
& \frac{d^{2} c}{\mid c^{2}} d^{2} a_{1} d^{2} b_{1} \prod_{i, j} \frac{\left|\sigma\left(a_{i}-a_{j}\right)\right|^{2}\left|\sigma\left(b_{i}-b_{j}\right)\right|^{2}}{\prod_{i, j}\left|\sigma\left(a_{i}-b_{j}\right)\right|^{2}}= \\
& =\cos 2 \theta d \theta d \varphi d a_{1}^{\prime} d b_{1}^{\prime} \frac{\prod\left|\sigma\left(a_{i}^{\prime}-a_{j}^{\prime}\right)\right|^{2}\left|\sigma\left(b_{i}^{\prime}-b_{j}^{\prime}\right)\right|^{2}}{\prod\left|\sigma\left(a_{j}^{\prime}-b_{j}^{\prime}\right)\right|^{2}}
\end{aligned}
\]

The invariant domain of integration now reads
\[
\begin{equation*}
\mathcal{D}_{\varepsilon}^{\prime}=\left\{\left(a^{\prime}, b^{\prime}\right)| | \mathcal{P}\left(a^{\prime}\right)-\left.\mathcal{P}\left(b^{\prime}\right)\right|^{2} \geqslant \varepsilon\right\} \tag{3.26}
\end{equation*}
\]
which is to be interpreted as a hard core condition.
For \(k\) arbitrary, one checks that the measure occuring into the expression (3.15) of \(\langle 0\rangle\) is invariant under isospin transformations. At every step of the calculation, this can be proved by noticing the following main property : let \(q\) be given by equ. (2.21) and \(q\) ' be the corresponding quantity after an isospin transformation ; then, according to Equs(2.11) one deduces that \(q\) and \(q^{\prime}\) differs only by a multiplicative constant (which is \(\left|c^{\prime}\right|^{2}\) in our notation). In particular, the invariance of reg (q) given in (3.5) becomes quite obvious.
As suggested at the end of Section 2.2 , the integration over the parameter \(c\) can be performed by using the isospin invariance. It was shown that defining
\[
\gamma=c \prod_{i=1}^{k} \frac{\sigma\left(z_{0}-a_{i}\right)}{\sigma\left(z_{0}-b_{i}\right)}
\]
there always exists an \(\mathrm{SU}_{2}\) transformation sending \(\gamma_{\text {into }} \gamma^{\prime}=1\). Hence performing a change of variable induced by the well known Fadeev-Popov trick, the integration over \(c\) or equivalently over \(\gamma\) is replaced by an integration over the \(\mathrm{SU}_{2}\) group. As a consequence, the instanton solutions to be used are then those which have a fixed given direction at \(z=z_{0}\) that is, such that \(u\left(z_{0}\right)=1\).

\section*{3.5- Final Expression}

So after integration over the \(S U_{2}\) group, it is easy to see that \(\langle\theta\rangle\) reads \(\langle\theta\rangle=Z^{-1} \sum_{k} \frac{\left(L^{2} \xi^{2}\right)^{k-1}}{[(k-1)!]^{2}} \int \prod_{i=1}^{k-1} d^{2} a_{i} d^{2} b_{i} d^{2} r e^{-4 \pi W_{k}(a, b)} \theta(u)\)
where now the instanton solution \(u\) is given by Equ.(2.14).
Introducing the Coulomb potential on the torus (up to a constant), namely
\[
\begin{equation*}
v(x)=-\frac{1}{4 \pi} \log \left\{|\sigma(z)|^{2} e^{-\pi|z|^{2}}\right\} \tag{3.28}
\end{equation*}
\]
the potential \(W_{k}(a, b)\) reads
\[
\begin{equation*}
w_{k}(a, b)=\sum_{i, j} v\left(a_{i}-b_{j}\right)-\sum_{i<j} \boldsymbol{v}\left(a_{i}-a_{j}\right)-\sum_{i<j} v\left(b_{i}-b_{j}\right) \tag{3.29}
\end{equation*}
\]
using the constraint (2.9). This potential is naturally interpreted as the Coulomb energy of a neutral gas of \(2 k\) charged particles with zero electric dipole moment.
If the constraint (2.9) is introduced explicitly in (3.27) by using an obvious change of variables, we arrive then at the final result
\[
\begin{align*}
& \langle\theta\rangle=z^{-1} \sum_{k} \frac{\left(L^{2} \varepsilon^{2}\right)^{k}}{(k!)^{2}} \int_{\mathbf{T}_{2} 2 k} \prod_{i=1}^{k} d^{2} a_{i} d^{2} b_{i} . \\
& \cdot \delta\left[\sum_{j=1}^{k}\left(a_{j}-b_{j}\right)\right] \quad e^{-4 \pi W_{k}(a, b)} \theta(u) \tag{3.30}
\end{align*}
\]
where the instanton solutions are given by Equ.(2.16). Let us add that integration of the \(a_{i}\) 's and \(b_{i}\) 's on the torus is understood with a hard core condition as exhibited in Equ.(3.26) for the \(k=2\) case.

4 - Some comments on the final result.

In combining isospin invariance and some parametrization of the instanton manifold, we have shown that the instanton contribution to the mean value of scalar observables can be interpreted in terms of the grand canonical ensemble of a neutral Coulomb gas on a two dimensional torus with zero electric dipole moment at \(\beta=4 \pi\).

An other interpretation can be given using Equ.(3.27) for <0>. In this parametrisation, it is easy to see that the potential \(W_{k}(a, b)\) splits into two pieces. The first one corresponds to the Coulomb energy \(W_{k-1}\) of \(2(k-1)\) charged particles. The second one can be interpreted as a maulti body interaction. Hence, heuristic arguments might be developed along the line of Ref.[6] in which the spherical case is analysed in the infonite volume limit leading to expect that in this limit one recovers the quantum Sine-Gordon model.
However, the study of ensemble of particles interacting by long range forces has been proved no so easy even in the standard problems such as the Coulomb gas. We therefore leave the problem of the infinite volume limit quite open. Let us mention only that the hard core condition such as Equ. (3.26) plays the role of an ultra violet cutoff. The stability properties of such a system have been extensively studied by F. Nicolo [12]. We refer the reader to this work and references contained in it.

Appendix A - Stereographic coordinates.

In connection with Section 2.2, let us recall the holomorphic chart we have choosen for the sphere \(S_{2}\). Let us denote by ( \(e_{1}, e_{2}, e_{3}\) ) an orthonormat basis in \(R^{3}\). Define
\[
\varphi \pm: a \rightarrow S_{2}-\left\{ \pm e_{3}\right\}
\]
by
\[
\varphi_{+}(\mu)=\left(\frac{2 \mu}{1+|\mu|^{2}}, \frac{|\mu|^{2}-1}{|\mu|^{2}+1}\right) \equiv\left(n^{4}+i n^{2}, n^{3}\right)
\]
and

Then for \(u \neq 0\)
\[
\varphi_{-}(v)=\left(\frac{2 \bar{v}}{1+|w|^{2}}, \frac{1-|v|^{2}}{|w|^{2}+1}\right) \equiv\left(n^{1}+i n^{2}, n^{3}\right)
\]
\[
\left(\varphi_{-}^{-1} \cdot \varphi_{+}\right)(\mu)=\frac{1}{\mu}=v
\]

Appendix B - On the Computation of Green's function

The equation
\[
\mathrm{Tq}^{+} \mathrm{Gq}^{+}=1-\mathrm{Pq} \text { with } \mathrm{Gq}^{+} \mathrm{Pq}=0
\]
is solved by putting
\[
\mathrm{G}^{+} \mathrm{q}=\mathrm{q} \mathrm{q}_{\mathrm{O}}^{-1} \mathrm{G}^{+} \mathrm{qo} q_{o} \mathrm{q}^{-1}(1-\mathrm{Pq})
\]
where \(G_{q_{o}}^{\dagger}\) is the solution of

such that its adjoint \(\overline{\mathrm{Gq}}_{o}=\left(\mathrm{G}_{\mathrm{O}}\right)^{+}\)satisfies
\(\mathrm{Tq} G \vec{q}_{o}=\mathbb{1}\)
In terms of differential equations one has to solve
\[
\begin{aligned}
& \left(-\partial_{z}+\partial_{z} \log q_{0}\right) G_{q_{0}}^{+}\left(x, x^{\prime}\right)=\delta\left(x-x^{\prime}\right)-P_{q_{0}}\left(x, x^{\prime}\right) \\
& \left(\partial_{\bar{z}}+\partial_{z} \log q_{0}\right) \overline{G^{+} q_{0}\left(x^{\prime}, x\right)}=\delta\left(x-x^{\prime}\right)
\end{aligned}
\]

Since we are insterested in the local behaviour \(G \xi_{o}\left(x, x^{\prime}\right)\) we introdu-
\[
\begin{aligned}
& \text { ce the following Ansatz } \\
& G_{q_{0}^{+}}^{+}\left(x, x^{\prime}\right)=\left[-\frac{1}{\pi} \partial_{z} \log \left|z-z^{\prime}\right|+H\left(x, x^{\prime}\right)\right] e^{-\pi k\left[\left(\bar{z}-\bar{z}^{\prime}\right) z-\left(z-z^{\prime}\right) \bar{z}^{\prime}\right]}
\end{aligned}
\]
the exponential factor taking care of the periodicity property of G勒 when \(x\) and \(x^{\prime}\) are close together. The function \(H\left(x, x^{\prime}\right)\) is regular and periodic. Then we get for \(H\) the following equations
\[
\begin{aligned}
2 k+\partial_{Z} H\left(x, x^{\prime}\right) & =\text { Pro }\left(x, x^{\prime}\right)+0\left(\left|x-x^{\prime}\right|\right) \\
\partial_{Z} H\left(x, x^{\prime}\right) & =0+0\left(\left|x-x^{\prime}\right|\right)
\end{aligned}
\]

These equations need not be solved but will be used in our next comptalion. Note that the \(H\)-term in the expression of \(G \stackrel{+}{q}\) was absent in our previous computation Ref. [7].
The expression of \(\mathrm{G}^{\dagger}{ }^{\mathrm{M}}\) is borrowed from Ref. [7] Putting things together, one gets
\[
\begin{aligned}
{\left[\mathrm{G}_{\mathrm{q}}^{+}+\sum e i \mathrm{Gq}^{+M i}\right]\left(\mathrm{x}, \mathrm{x}^{\prime}\right)=} & -\frac{2}{\pi} \partial_{\overline{\mathrm{z}}} \log _{\mathrm{q}_{o}}+\mathrm{H}\left(\mathrm{z}_{\mathrm{o}}, \bar{z}\right) \\
& -\mathrm{q} \mathrm{q}_{o}^{-1} \mathrm{G}_{\mathrm{o}}^{+} \mathrm{q}_{o} \mathrm{q}^{-1} \mathrm{Pq}
\end{aligned}
\]

Hence
\[
\begin{aligned}
& \operatorname{Tr}\left\{\delta \partial_{z} \log q\left[G_{q}^{+}+\sum_{e i} G_{q}^{+M i}\right]\right\} \\
& =\int d^{2} x \delta \partial_{z} \operatorname{logq}\left[-\frac{2}{\pi} \partial_{\bar{z}} \log \frac{q}{q_{0}}+\mathrm{H}(\mathrm{z}, \overline{\mathrm{z}})\right]-\operatorname{Tr}\left\{\delta \mathrm{T}_{\mathrm{q}}^{+} \mathrm{q}_{\mathrm{q}} \mathrm{q}_{0}^{-l_{\mathrm{G}}}{ }_{\mathrm{q}_{0}} \mathrm{q}_{\circ} \mathrm{q}^{-1} \mathrm{Pq}\right\} \\
& \text { Since }
\end{aligned}
\]

One gets
\[
\operatorname{Tr}\left\{\delta \mathrm{Tq}^{+} \mathrm{q}_{\mathrm{o}_{\mathrm{o}}^{-1}}^{\mathrm{G}_{\mathrm{o}}^{+}} \mathrm{q}_{\mathrm{o}}{ }^{-1} \mathrm{Pq}\right\}=\operatorname{Tr}\{\delta \operatorname{logq} \operatorname{Pq}\}-\operatorname{Tr}\left\{\delta \operatorname{logq} \mathrm{Pq}_{\mathrm{o}}\right\}
\]

Now by integrating by part the \(H\) term and using the f-equation, one arrives at
\[
\begin{aligned}
& \mathrm{Tr}\left\{\delta \partial_{\mathrm{z}} \operatorname{logq}\left\{\mathrm{G}_{\mathrm{q}}^{+}+\sum_{\mathrm{ei}} \mathrm{Gq}_{\mathrm{q}}^{\mathrm{Mi}}\right]\right\} \\
& =-\frac{2}{\pi} \int \mathrm{~d}^{2} \mathrm{x} \delta \partial_{\mathrm{z}} \log \mathrm{q} \partial_{\overline{\mathrm{z}}} \log \mathrm{~g}-\mathrm{Tr}\{\delta \operatorname{logq} \mathrm{Pq}\}+2 \mathrm{k} \int \mathrm{a}^{2} \mathrm{x} \delta \log \mathrm{q}
\end{aligned}
\]

Moreover, it has already been shown that
\[
\operatorname{Tr}\{\delta \log q P q\}=-\frac{1}{2} \delta \operatorname{Tr} \log N(q)
\]
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\section*{Introduction}

Stochastic quantization is an unpretentious theory as far as its formal apparatus is concerned: It establishes a direct link between the classical equations of motion of a dynamical system and its quantum description. The method by which this is accomplished is based on probabilistic rather than on algebraic concepts. These properties give stochastic quantization a flavor of universality and yet distinction from standard (i.e. canonical or path integral) quantization methods. It appears powerful enough to make a breach into unexplored territory. Quantum gravity certainly has to be sought in this territory. Its investigation by stochastic methods has been initiated only very recently. In the following therefore we can give only a very preliminary account of the application of stochastic quantization to the gravitational field. Not surprisingly, gravity presents problems to the stochastic quantization program that ordinary gauge theories do not. To put the peculiarities of the gravitational field into proper perspective it will be useful to recall the most important results of the stochastic quantization of gauge fields. They have therefore also been incorporated into these lecture notes (see especially Sec. III.3). Moreover we have tried to make the presentation as pedagogical as possible. Thus we start in Section I from Nelson's formulation of quantum mechanics as Newtonian stochastic mechanics and only then introduce the Parisi-Wu stochastic quantization scheme on which all the later discussion will be based. Owing to the fact that the Euclidean gravitational action is not bounded from below the Parisi-Wu scheme is not applicable to the gravitational field. In Section II we present a generalization of the scheme that is applicable to fields in physical (i.e. Lorentzian) space-time and treat the free linearized gravitational field in this manner. The most remarkable
result of this is the noncausal propagation of conformal gravitons. Moreover the concept of stochastic gauge-fixing is introduced and a complete discussion of all the covariant gauges is given. A special symmetry relating two classes of covariant gauges is exhibited. Finally Section III contains some preliminary remarks on full nonlinear gravity. In particular we argue that in contrast to gauge fields the stochastic gravitational field cannot be transformed to a Gaussian process.

As a consequence the stochastic analogue of the background field method becomes very complicated. The nontrivial modification occurs already in first order perturbation theory and casts doubt on the validity of some results obtained recently for the perturbations of flat space.

\section*{I. Preliminaries}

\subsection*{1.1 Stochastic Mechanics}

In 1966 Nelson [1] proposed a completely classical interpretation of the Schrödinger equation, which was based on stochastic Newtonian mechanics. He considered the random motion of a point particle whose position \(x(t)\) obeys the stochastic differential equation
\[
\begin{equation*}
\dot{x}(t)=v_{+}(x(t), t)+\left(\frac{\hbar}{2 m}\right)^{1 / 2} n(t) . \tag{1.1}
\end{equation*}
\]

This so-called Langevin equation defines the stochastic process (or random function) \(x(t)\) in terms of another, simpler stochastic process \(n(t)\), which is called Gaussian white noise. The latter may be characterized by the expectation values
\[
\begin{align*}
& \langle n(t)\rangle_{n}=0, \quad\left\langle n_{i}\left(t_{1}\right) n_{j}\left(t_{2}\right)\right\rangle=2 \delta_{i j} \delta\left(t_{1}-t_{2}\right)  \tag{1.2}\\
& \left\langle n\left(t_{1}\right) \ldots n\left(t_{2 n+1}\right)\right\rangle_{n}=0  \tag{1.3}\\
& \left\langle n\left(t_{1}\right) \ldots n\left(t_{2 n}\right)\right\rangle_{n}=\sum_{\substack{\text { possible pairs } \\
\text { comb. of } \\
\text { pairs }}}\left\langle n\left(t_{i}\right) n\left(t_{j}\right)\right\rangle_{n} . \tag{1.4}
\end{align*}
\]

Equations (1.3) and (1.4) imply that all correlations of order higher than two vanish (this is meant by the "Gaussian" property of the
process). Formally the equations (1.2) - (1.4) are implied by the following path integral definition of the expectation value of a functional \(F[\eta]:\)
\[
\begin{equation*}
\langle F[\eta]\rangle_{\eta}=\int d[\eta] F[\eta] e^{-\frac{1}{4} \int d t \eta^{2}} / \int d[\eta] e^{-\frac{1}{4} \int d t \eta^{2}} \tag{1.5}
\end{equation*}
\]

Strictly speaking \(\eta(t)\) is a generalized stochastic process, its sample space consisting of distributions rather than functions (this may be concluded from eq. (1.2)). Therefore mathematicians prefer to write (1.1) in the form
\[
d x(t)=v_{+} d t+\sqrt{\hbar / 2 m} d w(t)
\]
where \(w\) is the Wiener process which is formally related to \(n\) by
\[
\begin{equation*}
w(t)=\int^{t} d t^{\prime} \eta\left(t^{\prime}\right) \tag{1.6}
\end{equation*}
\]

The sample space of \(w\) consists of continuous functions and admits the definition of a well-defined probability distribution called wiener measure. Since the subspace of differentiable functions has measure 0 , the process \(\dot{w}(t)\) can be given meaning only in the distributional sense. This has to be kept in mind when operating with \(\eta\) instead of \(w\), as will be done throughout these lecture notes. A similar remark applies to the purely formal path integral appearing in (1.5). Note, however, that the integration of (1.1) is unique because \(n\) appears in it multiplied only by a constant factor. Thus the Langevin equation is free from the so-called Ito-Stratonovich ambiguity [2].

An alternative characterization of the stochastic process \(x(t)\) defined by (1.1) can be given in terms of a probability density \(\rho(x, t)\) via
\[
\begin{equation*}
\langle f(x(t))\rangle_{\eta}=\int \rho(x, t) f(x) d^{3} x \tag{1.7}
\end{equation*}
\]

It follows from (1.1) that \(\rho(x, t)\) has to obey the Fokker-Planckequation
\[
\begin{equation*}
\frac{\partial \rho}{\partial t}=-\operatorname{div}\left(\rho v_{+}\right)+\frac{\hbar}{2 m} \Delta \rho \tag{1.8}
\end{equation*}
\]

Physically speaking equation (1.1) defines the kinematics of the process considered by Nelson. Note that this kinematics is essentially different from that of the historical Langevin equation describing

Brownian motion with friction in the presence of an external force \(F\) :
\[
\begin{equation*}
\ddot{m}=-\alpha \dot{x}+F(x)+\left(\frac{3 \alpha k T}{m}\right)^{1 / 2} \eta \tag{1.9}
\end{equation*}
\]

It is rather of the type that describes the limiting case of large friction coefficient \(\alpha\) of the process defined by (1.9) (the so-called Ornstein-Uhlenbeck process). This limiting case corresponds to the approximate theory of Brownian motion due to Einstein and Smoluchowski, where
\[
\begin{equation*}
\dot{x}=v_{+}(x, t)+D^{1 / 2} n \tag{1.10}
\end{equation*}
\]
( \(D\) is the diffusion coefficient \(\mathrm{kT} / \mathrm{m} \alpha\) ). The dynamics of the latter theory is defined by setting \(v_{+}\)equal to \(F / a m\), i.e. the velocity imparted to the particle by the external force. It is only at this point (apart from the choice of the diffusion constant in (1.1)) that Nelson made a different ansatz. He required that \(v_{+}\)be determined by the Newtonian equation of motion, i.e. the friction is set equal to zero.

As \(x(t)\) is not differentiable, the implementation of Newton's law requires a substitute for the notion of time derivative. There are in fact two such substitutes: The mean forward derivative \(D_{+} x(t)\) is defined by the conditional expectation value
\[
\begin{equation*}
D_{+} x(t)=\lim _{\Delta t \rightarrow 0^{+}}\left\langle\frac{x(t+\Delta t)-x(t)}{\Delta t}\right\rangle x(t)=x \tag{1.11}
\end{equation*}
\]
and the mean backward derivative \(D_{-} x(t)\) is defined as the mean forward derivative of the time reversed process \(\hat{x}(t)=x(-t) \cdot D_{+} x=v_{+}\)(cf. (1.1)) and \(D_{-} x \equiv v_{\sim}\) are again stochastic processes. The appropriate generalization of the Newtonian equation of motion is
\[
\begin{equation*}
\frac{m}{2}\left(D_{+} D_{-}+D_{-} D_{+}\right) x=F \tag{1.12}
\end{equation*}
\]

Equation (1.12) implies a nonlinear equation for the unknown functions \(v_{+}, v_{-}\). However, if
\[
\begin{equation*}
F=-\nabla V(x) \tag{1.13}
\end{equation*}
\]
and
\[
\begin{equation*}
\frac{1}{2}\left(v_{+}+v_{-}\right)=\frac{1}{m} \nabla S(x, t) \tag{1.14}
\end{equation*}
\]
then this nonlinear equation may be transformed into a linear one by introducing
\[
\begin{equation*}
\psi(x, t)=\sqrt{\rho(x, t)} e^{\frac{i}{\bar{K}} S(x, t)} \tag{1.15}
\end{equation*}
\]

The linear equation obeyed by \(\psi\),
\[
\begin{equation*}
i \hbar \frac{\partial \psi}{\partial t}=-\frac{\hbar^{2}}{2 m} \Delta \psi+V \psi \equiv \mathrm{H} \psi \tag{1.16}
\end{equation*}
\]
is just the Schrödinger equation (with \(\Pi=h / 2 \pi\), where \(h\) is Planck's constant)! More precisely, with every guantum state \(\psi\) there is associated a stochastic process \(x(t)\) which at any time yields as averages of arbitrary functions \(f(x)\) the corresponding quantum mechanical expectation values. Note the restriction, in this statement, to functions of \(x\) (there is no phase space for the classical stochastic process) and to equal-time correlations. Thus the equivalence of stochastic Newtonian mechanics and quantum mechanics is certainly limited in a formal sense (this is why von Neumann's theorem on the impossibility of hidden variables is circumvented), but it may still hold for all measurements that can actually be performed. We refer the reader to Ref. [1] for a discussion of this interesting question.

Now the above restriction to equal-time correlations looks rather forbidding to a generalization of Nelson's scheme to field theory, where, of course, correlations of fields with different parameter values (i.e. at different space-time points) play an essential role. This, however, is not quite so. Even in stochastic mechanics, if H possesses a ground state \(\psi_{0}\), the following general property of the ground state process can be shown [3]:
\[
\begin{equation*}
\langle x(0) x(t)\rangle_{n}=\left(\psi_{0}, x e^{-H|t| / \hbar} x \psi_{0}\right) \tag{1.17}
\end{equation*}
\]

Here (,) denotes the scalar product in the quantum-mechanical Hilbert space. Equation (1.17) is remarkable because it relates the classical stochastic process to quantum mechanics with imaginary time parameter. In 1973 it was shown by Guerra and Ruggiero [4] that a similar relationship exists also for the free scalar field in Minkowski space: Euclidean (scalar) quantum field theory is the ground state process of stochastic (scalar) field theory in Minkowski space. To show this a Hamiltonian formulation of the classical field theory has to be adopted: We will not go into the details of this because this is not the approach that we shall eventually take in the stochastic quantization of the gravitational field. Let us only mention that the above relationship is not strictly valid for the electromagnetic [5] and
linearized gravitational field [6]. The reason is that only the magnetic field components (or the "magnetic" components of the Riemann tensor, respectively) become unique stochastic processes yielding the correct correlation functions, whereas the electric field components split into couples \(E_{+}, E_{-}\)involving the "time derivatives" \(D_{+}, D_{-}\). Moreover the processes are not Markovian [6,7] (i.e. they are not determined by an initial condition). They satisfy Osterwalder-Schrader positivity, however. In the case of finite temperature the equivalence with Euclidean quantum field theory is lost even for the scalar field [8]. Finally we remark that a Nelson-type stochastic theory of spin- \(\frac{1}{2}\) particles (coupled to an external electromagnetic field) employing an invariant evolution parameter was proposed recently [9].

\subsection*{1.2 Stochastic Quantization}

A possible way out of the Euclidean non-covariance of the stochastic field theory described in the preceding section would be the introduction of an invariant evolution parameter on which the field depends additionally. It appears that conventional quantum field theory is imbedded in the quantized version of the five-parameter field theory [10]. It can be expected that the application of Nelson's scheme to the five-parameter field will associate a stochastic field in Minkowski space (with invariant evolution parameter) with every wave functional of the Schrödinger representation of the quantized field.

Nowadays physicists prefer, for well-known reasons, to define quantum field theory in terms of path integrals rather than using the Schrödinger formulation. Usually path integrals can be given a rigorous mathematical interpretation after the quantum field has been Wickrotated into the Euclidean sector of complexified Minkowski space. There the path integral measure is a positive probability distribution and hence the Euclidean quantum field is an ordinary stochastic process whose correlation functions are the Euclidean Green functions. Formally we have
\[
\begin{align*}
\langle F[\Phi]\rangle & =\int d[\Phi] F[\Phi] P[\Phi]  \tag{1.18}\\
P[\Phi] & =e^{-S[\Phi]} / \int d[\Phi] e^{-S[\Phi]} \tag{1.19}
\end{align*}
\]
where \(S[\Phi]\) is the Euclidean action. (We have set \(\bar{K}=1\) in (1.19) and will continue to do so.) If \(\Phi\) is a free Bose field, \(S\) is a quadratic form. Hence in this case \(P[\Phi]\) may be considered as an infinite-
dimensional generalization of the Boltzmann distribution, \(\Phi\) playing the role of a "velocity". Now in nature thermal equilibrium is always the result of a stochastic relaxation process, and one may imagine that the "equilibrium distribution" (1.19) arises from such a process, taking place in a fictitious time \(t\), in the limit \(t \rightarrow \infty\). The simplest equation describing the approach to this equilibrium is the Langevin equation
\[
\begin{equation*}
\frac{\partial}{\partial t} \Phi(x, t)=-\frac{\delta S[\Phi]}{\delta \Phi(x, t)}+\eta(x, t) \tag{1.20}
\end{equation*}
\]
where \(\eta\) is a Gaussian white noise in 5 dimensions:
\[
\begin{align*}
& \langle\eta(x, t)\rangle_{\eta}=0  \tag{1.21}\\
& \left\langle\eta(x, t) \eta\left(x^{\prime}, t^{\prime}\right)\right\rangle=2 \delta(4)\left(x-x^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{1.22}
\end{align*}
\]
etc. (cf. (1.2) - (1.4)).
Equation (1.20) is the basis of the stochastic quantization scheme of Parisi and Wu [11]. Its intuition is closer to the original Langevin approach to Brownian motion (eq. (1.9) than to the theory of Einstein and Smoluchowski. But of course the analogy with Brownian motion is of a more formal nature here than in Nelson's scheme, where it may be taken literally. As to the interpretation of the fictitious time \(t\), it has been pointed out already in [11] that it corresponds roughly to the computer time in Monte Carlo simulations.

As in (1.7) one may introduce a probability distribution \(P[\Phi, t]\) for the process \(\Phi(x, t)\) defined by
\[
\begin{equation*}
\langle F[\Phi(x, t)]\rangle_{\eta}=\int d[\Phi] F[\Phi(x)] P[\Phi, t] \tag{1.23}
\end{equation*}
\]
where \(F[\Phi]\) is an arbitrary functional of \(\Phi\). The Fokker-Planck equation (Cf. (1.8)) for \(P[\Phi, t]\) is
\[
\begin{align*}
\frac{d P}{d t} & =\int d^{4} x\left[\frac{\delta^{2}}{\delta \Phi(x)^{2}}+\frac{\delta}{\delta \Phi(x)} \frac{\delta S}{\delta \Phi(x)}\right] P  \tag{1.24}\\
& =-2 e^{-\frac{1}{2} S \hat{H}_{F P}\left(P e^{\frac{1}{2} S}\right)} \tag{1.25}
\end{align*}
\]
where \(\hat{\mathrm{H}}_{\mathrm{FP}}\) is the Fokker-Planck Hamiltonian
\[
\begin{equation*}
\hat{H}_{F P}=\frac{1}{2} \int d^{4} x \hat{R}^{\dagger} \hat{R} \geq 0 \tag{1.26}
\end{equation*}
\]
\[
\begin{equation*}
\hat{\mathrm{R}}=\frac{\delta}{\delta \Phi(\mathrm{x})}+\frac{1}{2} \frac{\delta S}{\delta \Phi(\mathrm{x})} \tag{1.27}
\end{equation*}
\]

Note that \(\psi_{0}=\exp \left(-\frac{1}{2} S\right)\) is the ground state of \(\hat{H}_{F P}\). This fact allows to prove formally the existence of the correct equilibrium limit in stochastic quantization: Assuming that the spectrum of \(\hat{H}_{F P}\) is discrete and has a "mass gap" ( \(\lambda_{1}>0\) ), we have
\[
\begin{equation*}
P[\Phi, 0] e^{\frac{1}{2} S[\Phi]}=\sum_{0}^{\infty} c_{n} \psi_{n}[\Phi] \tag{1.28}
\end{equation*}
\]
with
\[
\begin{equation*}
\hat{H}_{F P} \psi_{n}=\lambda_{n} \psi_{n}, \quad 0=\lambda_{0}<\lambda_{1} \tag{1.29}
\end{equation*}
\]

From (1.25) we then conclude
\(P[\Phi, t]=\sum_{0}^{\infty} c_{n} e^{-2 \lambda} n^{t} \psi_{n}[\Phi] \psi_{0}[\Phi] \xrightarrow{t \rightarrow \infty} c_{0} \psi_{0}^{2}[\Phi]=c_{0} e^{-S[\Phi]}\).
Thus the formal limit is proportional to (1.19) as desired.
Notwithstanding the fact that the Nelson and Parisi-Wu methods aim at different aspects of (what is hoped to be) the same theory, one may formally employ the Nelson scheme also to give directly the relaxation processes of Parisi and Wu. One simply has to start from the classical action
\(S_{F P}[\Phi(x, t)]=\int \operatorname{dtd}^{4} x\left[\frac{1}{2} \dot{\Phi}^{2}-\frac{1}{8}\left(\frac{\delta S}{\delta \Phi(x, t)}\right)^{2}+\frac{1}{4} \frac{\delta^{2} S}{\delta \Phi(x, t)^{2}}\right]\)
whose quantum Hamiltonian is \(\hat{H}_{F P}\). The Wick-rotated (with respect to t) version of \(S_{F P}\) appears in the generating functional for the correlations of the process \(\Phi(x, t)\) defined by (1.20) [12]. Exponentiating a functional determinant that appears in the functional integral defining the generating functional by introducing Grassmann variables and Berezin integration, the total action in the generating functional becomes supersymmetric [12,13]. The origin of this "hidden" supersymmetry can be read off directly from (1.20): This equation may be interpreted as defining a transformation from the field \(\Phi(x, t)\) to the Gaussian field \(\eta(x, t)\), i.e. a so-called Nicolai mapping [14]. The existence of such a mapping is characteristic for supersymmetric theories. Note that the supersymmetry encountered here is not of the relativistic type, but is generated by "square roots" of the generator of translations in the fictitious time \(t\).

Why should one replace Euclidean field theory by the seemingly
more complicated framework embodied in (1.20)? At least three reasons can be given:
(i) Stochastic quantization does not assume a Hamiltonian or even Lagrangian formulation of the classical theory, but starts directly from the classical equations of motion (this is why we called it "unpretentious" in the introduction).
(ii) A new invariant and non-perturbative regularization scheme [15] is provided by replacing the 2 -point correlation function by
\[
\begin{equation*}
\left\langle\eta_{A}(t) \eta_{B}\left(t^{\prime}\right)\right\rangle_{\eta}=2 \delta_{A B} \alpha_{A}\left(t-t^{\prime}\right) \tag{1.32}
\end{equation*}
\]
where \(\alpha_{\Lambda}\) is a smooth function that tends to \(\delta\left(t-t^{\prime}\right)\) for \(\Lambda \rightarrow \infty\). (Unfortunately, although stochastic regularization respects all the global and local symmetries of the theory, the conserved currents and ward identities differ from the standard ones by non-local terms.)
(iii) No gauge-fixing and no associated Faddeev-Popov ghosts are needed in the stochastic quantization of gauge fields. This was the main motivation of the initial papers on the Parisi-Wu method. For the sake of fairness it has to be stated that all these advantages are of a conceptual nature and they do not necessarily imply that practical calculations become easier in stochastic quantization. We conclude this general discussion by mentioning that there is a direct relationship between stochastic quantization and two other interesting new approaches to field theory. One is the functional formulation using the Gibbs average of De Alfaro, Fubini and Furlan [16], where also a fifth parameter is introduced. It was shown to be a consequence of stochastic quantization by Gozzi [17]. On the other hand stochastic quantization may be considered as arising from the microcanonical ensemble in field theory [18].

Finally we treat as a concrete example the free Maxwell field \(A_{a}\). In this case the Langevin equation reads
\[
\begin{align*}
& \frac{\partial A_{a}(k, t)}{\partial t}=-k^{2} T_{a b} A_{b}+\eta_{a}(k, t)  \tag{1.33}\\
& T_{a b} \equiv \delta_{a b}-\frac{k_{a} k_{b}}{k^{2}} \tag{1.34}
\end{align*}
\]

The only non-vanishing correlation of the white noise \(\eta\) is
\[
\begin{equation*}
\left\langle\eta_{a}(k, t) \eta_{b}\left(k^{\prime}, t^{\prime}\right)\right\rangle_{n}=2(2 \pi)^{4} \delta_{a b^{\prime}}{ }^{(4)}\left(k+k^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{1.35}
\end{equation*}
\]

The solution of (2.34) subject to the initial condition \(A_{a}(t=0)=0\) is
\[
\begin{equation*}
A_{a}(k, t)=\int_{0}^{t} H_{a b}\left(k, t-t^{\prime}\right) n_{b}\left(k, t^{\prime}\right) d t^{\prime} \tag{1.36}
\end{equation*}
\]
where the heat kernel \(H_{a b}\) is given by
\[
\begin{align*}
& H(k, t)=e^{-t k^{2} T}=T e^{-k^{2} t}+L  \tag{1.37}\\
& L_{a b}:=\frac{k_{a} k_{b}}{k^{2}} \tag{1.38}
\end{align*}
\]

The 2-point correlation function, or stochastic propagator, may be calculated from (1.37) using the semi-group property
\[
\begin{equation*}
H(k, t) H\left(k, t^{\prime}\right)=H\left(k, t+t^{\prime}\right) \tag{1.39}
\end{equation*}
\]
and (1.36):
\[
\min \left(t, t^{\prime}\right)
\]
\(D_{a b}\left(k, t ; k^{\prime}, t^{\prime}\right):=\left\langle A_{a}(k, t) A_{b}\left(k^{\prime}, t^{\prime}\right)\right\rangle_{\eta}=2(2 \pi)^{4} \delta(4)\left(k+k^{\prime}\right) \int_{0} d \tau H_{a b}\left(k, t+t^{\prime}-2 \tau\right)\).

From this we obtain the propagator
\[
\begin{array}{r}
\left\langle A_{a}(k) A_{b}\left(k^{\prime}\right)\right\rangle=\lim _{t \rightarrow \infty}\left\langle A_{a}(k, t) A_{b}\left(k^{\prime}, t\right)\right\rangle_{\eta}= \\
=(2 \pi)^{4} \delta(4)\left(k+k^{\prime}\right)\left(\frac{1}{k^{2}} T_{a b}+\infty^{2} L_{a b}\right) . \tag{1.41}
\end{array}
\]

The divergence linear in \(t\) (which has dimension (length) \({ }^{2}\) ) is due to the random walk of the longitudinal part of \(A\) implied by (1.34). Note that it drops out of gauge-invariant expectation values, e.g. \(\left\langle F_{a b}(x) F_{c d}\left(x^{\prime}\right)\right\rangle\), which are obviously reproduced by stochastic quantization in the correct way. In the non-abelian case the random walk of LA effectively restores unitarity, at least this is what is indicated by the results for gauge-invariant quantities in perturbation theory [19]. Note that although we have not fixed the gauge in (1.34), the invariant finite part of the propagator (1.42) appears in the Landau gauge.

\section*{II. Linearized Gravity}

\subsection*{2.1 Classical Euclidean Theory}

We start from the Einstein-Hilbert action in Euclidean (more precisely: Riemannian) space-time,
\[
\begin{align*}
S_{E H}\left[g_{a b}\right] & =-\frac{1}{2 \kappa} \int d^{4} x \sqrt{g} R\left[g_{a b}\right]  \tag{2.1}\\
\kappa & =\frac{8 \pi G}{c^{3}} \tag{2.2}
\end{align*}
\]
where \(R\) is the curvature scalar of the positive-definite metric \(g_{a b}(x)\). Expanding the metric around flat space-time,
\[
\begin{equation*}
g_{a b}=\delta_{a b}+2 \sqrt{k} \psi_{a b} \tag{2.3}
\end{equation*}
\]
one obtains in lowest order the quadratic action
\[
\begin{equation*}
S_{E H}^{(0)}\left[\psi_{a b}\right]=\frac{1}{2} \int d^{4} x \psi_{a b} V_{a b c d} \psi_{c d} \tag{2.4}
\end{equation*}
\]
describing a helicity-2 field with gauge invariance
\[
\begin{equation*}
\psi_{a b} \rightarrow \psi_{a b}+\partial_{a} \Lambda_{b}+\partial_{b} \Lambda_{a} \tag{2.5}
\end{equation*}
\]
where \(\Lambda_{a}\) corresponds to an infinitesimal coordinate transformation. The operator
\[
\begin{align*}
v_{a b c d} & =k^{2}\left(\|_{a b c d}-\delta_{a b} \delta_{c d}\right)+\left(k_{a} k_{b} \delta_{c d}+\delta_{a b} k_{c} k_{d}\right)- \\
& -\frac{1}{2}\left(k_{a} k_{c} \delta_{b d}+k_{a} k_{d} \delta_{b c}+k_{b} k_{c} \delta_{a d}+k_{b} k_{a} \delta_{c d}\right) \tag{2.6}
\end{align*}
\]
with
\[
\begin{equation*}
\|_{a b c d}=\frac{1}{2}\left(\delta_{a c} \delta_{b d}+\delta_{a d} \delta_{b c}\right) \tag{2.7}
\end{equation*}
\]
is not positive. It is not even bounded from below, as may be seen upon the introduction of a complete set of spin projection operators [20] \(\mathrm{P}^{2}, \mathrm{P}^{1}, \mathrm{P}^{0}, \mathrm{P}^{0}\) obeying
\[
\begin{equation*}
\mathrm{p}^{\mathrm{A}} \mathrm{p}^{\mathrm{B}}=\delta^{\mathrm{AB}} \mathrm{p}^{\mathrm{B}}, \quad \sum \mathrm{p}^{\mathrm{A}}=1 \tag{2.8}
\end{equation*}
\]
(1) denoting the unit operator on the space of symmetric tensor fields with components (2.7)). In terms of these,
\[
\begin{equation*}
V=k^{2}\left(P^{2}-2 P^{0^{\prime}}\right) \tag{2.9}
\end{equation*}
\]

Instead of defining the \(P^{A}\) explicitly we write down the generic elements \(\psi^{(A)}\) of the subspaces onto which they project: \(\psi^{(2)}\) has (massive) spin \(2, \psi^{(1)}\) and \(\psi^{(0)}\) are pure gauge modes,
\[
\begin{align*}
& \psi_{a b}^{(1)}=k_{a} \Lambda_{b}^{T}+k_{b} \Lambda_{a}^{T}  \tag{2.10}\\
& \psi_{a b}^{(0)}=k_{a} k_{b} \Lambda \tag{2.11}
\end{align*}
\]
( \(\Lambda_{a}^{T}\) denoting a transversal vector field), and
\[
\begin{equation*}
\psi_{a b}^{\left(o^{\prime}\right)}=\left(\delta_{a b}-\frac{k_{a} k_{b}}{k^{2}}\right) \Lambda \tag{2.12}
\end{equation*}
\]
comprises the conformal degrees of freedom. The latter make the action "bottomless", just as in the full theory. This fact is well-known from the difficulties it presents to the path integral approach to Euclidean quantum gravity [21,22].

\subsection*{2.2 Standard Quantization}

When formulating linearized quantum gravity in Euclidean spacetime one has to bear in mind that due to the difficulties mentioned at the end of the last paragraph it is at least not more rigorously defined there than in Minkowski space. One should therefore consider the results stated below as a mere transcriotion of those obtained in Minkowski space, where the quantization of the \(\psi\) field presents no difficulties at the formal level. Thus e.g. reflection positivity of gauge-invariant observables is automatically ensured.

The standard procedure to eliminate the zero modes of \(V\) is, as in any gauge theory, to impose a gauge condition. We shall consider here the most general linear, covariant and local condition
\[
\begin{equation*}
c_{a}^{(\lambda)} \equiv \partial_{c} \psi_{a c}-\lambda \partial_{a} \psi_{c c}=0, \quad \lambda \neq 1 \tag{2.13}
\end{equation*}
\]
which in the full theory corresponds to
\[
\begin{equation*}
\left(g^{\lambda} g^{a b}\right), b=0 \tag{2,14}
\end{equation*}
\]
and yields in the case \(\lambda=1 / 2\) the harmonic coordinate condition
\[
\begin{equation*}
\square_{g} x^{a}=0 \tag{2.15}
\end{equation*}
\]
( \(\square_{g}\) denoting the Laplace-Beltrami operator of the metric \(g_{a b}\) ). The usual way to implement the gauge condition is to add a gauge fixing term
\[
\begin{equation*}
L_{g f}^{(\lambda, \alpha)}=a^{-1} \mathrm{C}_{\mathrm{a}}^{(\lambda)} \mathrm{C}_{\mathrm{a}}^{(\lambda)} \tag{2.16}
\end{equation*}
\]
to the classical Lagrangian, thus defining a "quantum" action
\[
\begin{equation*}
S_{Q}^{(0)}=S_{E H}^{(0)}+S_{g f}^{(0)} . \tag{2.17}
\end{equation*}
\]

We have left out the ghost part of \(S_{0}^{(0)}\) on the right hand side of (2.17), since in the non-interacting theory considered here the ghost fields decouple from \(\psi\). The general form of \(S_{\Omega}^{(0)}\) is
\[
\begin{equation*}
S_{Q}^{(0)}=\frac{1}{2} \int \mathrm{~d}^{4} \mathrm{x} \psi \mathrm{~V}^{(\lambda, \alpha)} \psi \tag{2.18}
\end{equation*}
\]
with \(V^{(\lambda, \alpha)}\) invertible. Thus there exists a propagator \(K^{(\lambda, \alpha)}=\) \(=\left[V^{(\lambda, \alpha)}\right]^{-1}\) which in momentum space is given by
\[
\begin{align*}
K_{a b c d}^{(\lambda, \alpha)}= & \frac{1}{2 k^{2}}\left(\delta_{a c} \delta_{b d}+\delta_{a d} \delta_{b c}-\delta_{a b} \delta_{c d}\right)+\frac{2 \lambda-1}{2 \lambda-2} \frac{k_{a} k_{b} \delta_{c d}+\delta_{a b} k_{c}{ }^{k} d}{k^{4}}+ \\
& +(\alpha-1) \frac{1}{2 k^{4}}\left(k_{a} k_{c} \delta_{b d}+k_{a} k_{d} \delta_{b c}+k_{b} k_{c} \delta_{a d}+k_{b} k_{d} \delta_{a c}\right)+ \\
& +\frac{1-3 a+8 \lambda \alpha-4 \lambda^{2}-4 \lambda^{2} \alpha-1}{(\lambda-1)^{2}} \frac{k_{a} k_{b} k_{c} k_{d}}{k^{4}} \tag{2.19}
\end{align*}
\]

The gauge-invariant part of (2.19),
\[
\begin{equation*}
k^{(1 / 2,1)}=\frac{1}{2 k^{2}}\left(\delta_{a c} \delta_{b d}+\delta_{a d} \delta_{b c}-\delta_{a b^{\delta} c d}\right) \tag{2.20}
\end{equation*}
\]
will be referred to as the propagator in the "Feynman gauge", whereas the parameter choice \(\lambda=0, \alpha=0\) with
\[
\begin{equation*}
K(0,0)=\frac{1}{k^{2}}\left(P^{2}-\frac{1}{2} P^{0}\right) \tag{2.21}
\end{equation*}
\]
will be called "Landau gauge". The primary objects of physical interest, the "quantum averages" (corresponding to the expectation value of the chronological product in Minkowski space.) of gauge-invariant observables, may be calculated from any of the propagators. In the linear field theory considered here the only non-trivial gauge-invariant quantities are \(\left\langle R_{\text {abcd }}(x) R_{i j k \ell}\left(x^{\prime}\right)>\right.\) with
\[
\begin{equation*}
R_{a b c d}=4 k_{[a} \psi_{b][c} k_{d]} \tag{2.22}
\end{equation*}
\]
the linearized Riemann tensor.

\subsection*{2.3 Parisi-Wu Quantization}

The tensorial version of the Langevin equation (1.20) reads in momentum space
\[
\begin{align*}
& \frac{\partial}{\partial t} \psi_{a b}(k, t)=-v_{a b c d}(k, t)+\eta_{a b}(k, t)  \tag{2.23}\\
& \left\langle\eta_{a b}(k, t) \eta_{c d}\left(k^{\prime}, t^{\prime}\right)\right\rangle_{\eta}=2(2 \pi)^{4} \|_{a b c d^{\delta}}(4)\left(k+k^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{2.24}
\end{align*}
\]

Equation (2.23) may be solved by an integral equation (cf. (1.36)) involving the heat kernel
\[
\begin{equation*}
H(k, t)=e^{-k^{2} t} P^{2}+e^{2 k^{2} t} P^{0^{\prime}}+P^{1}+P^{0} \tag{2.25}
\end{equation*}
\]

Because of the exponentially growing factor of \(\mathrm{P}^{0^{\prime}}\) in this expression the equal time correlation function \(\left\langle\psi(k, t) \psi\left(k^{\prime}, t\right)\right\rangle_{\eta}\) diverges exponentially in the limit \(t \rightarrow \infty\), which was supposed to give the graviton propagator. This divergence affects the physical degrees of freedom \(\psi^{\prime} 0^{\prime}\) ) and is hence more serious than the linear divergence of the photon propagator (1.41). The latter divergence was a pure gauge term and linear in \(t\), and has its counterpart in the linear divergences proportional to \(P^{1}\) and \(P^{0}\) that arise from the last two terms in (2.25). The reason for the new type of divergence encountered here is, of course, the fact that the "equilibrium distribution" \(\exp \left(-S_{E H}^{(0)}\right)\) is nonnormalizable (it still is a formal solution of the Fokker-Planck equation associated with (2.23)). Thus the Parisi-Wu formalism breaks down in the case of the linearized Euclidean gravitational field exactly for the same reason as the (unmodified) path integral formalism, namely because of the indefiniteness of the Euclidean action.

\subsection*{2.4 Stochastic Quantization in Physical Space-Time [23,24]}

\footnotetext{
It is possible to modify the Parisi-Wu prescription in such a way that it is directly applicable to fields in Minkowski space. As a matter of fact, from the physical point of view this version of stocha-
}
stic quantization is even more appealing than the Euclidean one, though the mathematics becomes more formal here.

For a given field \(\psi\) in Minkowski space with action \(S\), consider the stochastic process defined by the Langevin equation
\[
\begin{align*}
& \frac{\partial \psi_{A}(x, t)}{\partial t}=i \frac{\delta S[\psi]}{\delta \psi^{A}(x, t)}+\eta_{A}(x, t)  \tag{2.26}\\
& \left\langle\eta_{A}(x, t) \eta_{B}\left(x^{\prime}, t^{\prime}\right)\right\rangle=C_{A B} \delta^{(4)}\left(x-x^{\prime}\right) \delta\left(t-t^{\prime}\right) \tag{2.27}
\end{align*}
\]

The correlations of \(\eta_{A}\) read formally as in the Euclidean case, but with the symbol \(\delta_{a b}\) now representing the Minkowski metric. As a consequence the covariance matrix \(C_{A B}\) is no longer positive definite (except for the scalar field). Therefore \({ }^{n} A\) cannot in general be a real random field. It can be defined in the most straightforward manner by multiplying some components of the corresponding Euclidean process by the factor \(i\). Alternatively one can define \(\eta_{A}\) as \(\eta_{A}=i^{1 / 2} \zeta_{A}\) where \(\zeta_{A}\) has a complex probability distribution given by the formal path integral measure \(\prod_{A} D\left[\zeta_{A}\right] \exp \left(\frac{i}{2} \int d \operatorname{td}^{4} x \zeta_{A} C_{A B}^{-1} \zeta_{B}\right)\). The latter definition, though more formal, works also in curved space-time.

The most conspicuous property of eq. (2.26) is that it defines a complex process \(\psi_{A}(x, t)\) even if the underlying classical field \(\psi_{A}(x)\) is real. As a complex term i \(\delta S / \delta \psi\) no longer represents a "friction force", an equilibrium limit does not exist in the ordinary sense. However, this limit does exist in the sense that the equal-time correlation functions converge for \(t \rightarrow \infty\) if interpreted as tempered distributions. In the case of the linearized gravitational field we have
\[
\begin{align*}
D\left(k, t ; k^{\prime}, t\right) & \equiv\left\langle\psi(k, t) \psi\left(k^{\prime}, t\right)\right\rangle_{\eta}=i(2 \pi)^{4} \delta(4)\left(k+k^{\prime}\right)\left[\frac{1}{k^{2}}\left(P^{2}-\frac{1}{2} P^{0}\right)-\right. \\
- & \left.2 i\left(P^{1}+P^{0}\right) t-\frac{1}{k^{2}}\left(e^{2 i k^{2} t} P^{2}-\frac{1}{2} e^{-4 i k^{2} t} P^{0^{\prime}}\right)\right] . \tag{2.28}
\end{align*}
\]

We now recall the weak limit relations of distribution theory,
\[
\begin{align*}
& \lim _{t \rightarrow \infty} e^{i x t}=0  \tag{2.29}\\
& \lim _{t \rightarrow \infty} P \frac{1}{x} e^{i x t}=\pi \delta(x)
\end{align*}
\]
((2.29) is essentially the Riemann-Lebesgue lemma, "P" in (2.30)
denotes the principal value). Making use of them we obtain
\(\lim _{t \rightarrow \infty} D\left(k, t ; k^{\prime}, t\right)=i(2 \pi)^{4} \delta^{(4)}\left(k+k^{\prime}\right)\left[\frac{P^{2}}{k^{2}+i O}-\frac{1}{2} \frac{P^{o^{\prime}}}{k^{2}-i O}-i \infty^{2}\left(P^{1}+P^{o}\right)\right]\).

We thus obtain from stochastic quantization in Minkowski space a propagator whose finite part coincides with a certain Minkowskian version of the propagator \(K(0,0)\) given by (2.21), the divergent part being a pure gauge. This is very similar to what we found in the example of the Maxwell field discussed at the end of Sec. 1.2. The reason for the appearance of the Landau gauge in both cases is the following. K(0,0) can be obtained as the invariant finite part of \(\lim _{\mathrm{m}^{2} \rightarrow 0} K\left(\mathrm{~m}^{2}\right)\) where \(K\left(\mathrm{~m}^{2}\right)\) is the propagator of the massive extension of the theory defined by adding \(-\frac{m^{2}}{2} \psi^{2}\) to the Lagrangian, i.e.
\[
\begin{equation*}
K\left(m^{2}\right)=\left(V-m^{2} \mathbb{1}\right)^{-1}=-i \int_{0}^{\infty} d t e^{-i m^{2} t} e^{i V t} \tag{2.32}
\end{equation*}
\]

Since the Schrödinger kernel \(\exp (i V t)\) is the Minkowskian analog of the heat kernel \(H(t)\), the generalized versions of eqs. (1.40), (1.41) imply that taking the limit \(t \rightarrow \infty\) in (2.31) is identical with taking the limit \(\mathrm{m}^{2} \rightarrow 0\) in (2.32) (note that \(\mathrm{m}^{2}\) is the variable conjugate to \(t\) via the Fourier transform).

At this point we would like to make the following side remarks:
(i) The "naive" massive extension \(V \rightarrow V-m^{2} \|\) considered above introduces a spin-o tachyon (associated with the projector \(\mathrm{p}^{\circ}\) ). The physical massive extension of the theory, describing pure massive spin 2 , is defined by \(V_{a b c d}-m^{2}\left(\|_{a b c d}-\delta_{a b}{ }^{\delta} c d\right)\), involving the so-called Fierz-Pauli mass term. However the latter theory does not yield gravity in the limit \(\mathrm{m}^{2} \rightarrow 0\), a fact known as the van Dam-Veltman [25] mass discontinuity.
(ii) For any linear field theory defined by a self-adjoint operator \(V\) stochastic quantization in Minkowski space yields ( \(A=(a ; x)\) )
\(\lim _{t \rightarrow \infty}\left\langle\Phi_{A}(t) \Phi_{B}(t)\right\rangle_{\eta} \propto-i \int_{0}^{\infty} d \tau\left(e^{i \tau V}\right)_{A B}=(V+i O)_{A B}^{-1} \equiv K_{A B}\).
As a consequence \(K\left(m^{2}\right)\) is analytic in the lower half complex \(\mathrm{m}^{2}\) plane. Thus, in particular, stochastic quantization implies a unique Feynman propagator in curved space-time. The associated definition of vacuum has been studied in a variety of examples [26].
(iii) Gauges different from the Landau gauge can be obtained by assuming an initial (complex) probability distribution for \(\psi(t=0)\)
instead of setting \(\psi(t=0)=0\). In the gravitational case only the ( \(0, \alpha\) )-gauges can be obtained from covariant Gaussian initial distributions.

There is one unorthodox feature in the right hand side of (2.31), namely the unusual sign of the imaginary displacement of the pole in \(k^{2}=0\) with residue \(\mathrm{P}^{0}\). This implies "noncausal" propagation, i.e. positive frequency conformal modes (2.12) are propagated by \(\mathrm{K}(0,0)\) into the past rather than into the future. As the conformal modes are not pure gauge (though upon using the field equations they can be transformed into non-conformal type, thus enabling one to choose the wellknown transverse-traceless gauge making the helicity-2 content of the theory manifest), the noncausal propagation affects also gaugeinvariant expectation values. This is evident from the gauge-invariant part of the propagator,
\(\mathrm{K}_{\mathrm{abcd}}^{(1 / 2,1)}(\mathrm{k})=\frac{1}{\mathrm{k}^{2}+\mathrm{iO}}\left(\frac{1}{2} \delta_{a c} \delta_{b d}+\frac{1}{2} \delta_{a d} \delta_{b c}-\frac{1}{3} \delta_{a b} \delta_{c d}\right)-\frac{1}{6} \frac{1}{\mathrm{k}^{2}-\mathrm{iO}} \delta_{a b} \delta_{c d} \cdot\)

Noncausal propagation implies that the propagator is not the expectation value of the chronological product of fields in a pure quantum state. This is not uncommon in (Euclidean) quantum gravity, where finite temperature states occur [27]. The present context is quite different, however.

We close this paragraph by mentioning that the equivalence of the modified stochastic quantization presented in this Section with Minkowskian quantum field theory has been proven perturbatively for nongauge theories [23]. A formal non-perturbative proof should be based on the Fokker-Planck equation (cf. eq. (1.30)). However, because of the complex nature of the process considered here there is not even a candidate for an equilibrium distribution. In this respect the following conjecture of Parisi [28] could be helpful: For every complex process \(\Phi_{C}(x, t)\) defined by a Langevin equation (2.26) (with real probability) there exists a real process \(\Phi_{R}(x, t)\) such that
\[
\begin{equation*}
\left\langle F\left[\Phi_{C}, t\right]\right\rangle_{\eta}=\int d\left[\Phi_{R}\right] P\left[\Phi_{R}, t\right] F\left[\Phi_{R}\right] \tag{2.35}
\end{equation*}
\]
with \(P\left[\Phi_{R}, t\right]\) complex and obeying
\[
\begin{equation*}
\dot{P}=\int d^{4} x\left[\frac{\delta}{\delta \Phi_{R}}\left(\frac{\delta}{\delta \Phi_{R}}-i \frac{\delta S}{\delta \Phi_{R}}\right)\right] P\left[\Phi_{R}, t\right] \tag{2.36}
\end{equation*}
\]

The equivalence between \(\Phi_{C}\) and \(\Phi_{R}\) is interesting because the complex

Fokker-Planck equation (2.36) has the equilibrium solution \(P\left[\Phi_{R}\right] \propto\) \(\exp \left(i S\left[\Phi_{R}\right]\right)\). Non-perturbative arguments for the equivalence between stochastic quantization and quantum field theory in Minkowski space not using the Fokker-Planck equation have been given in [23] and [29].

\subsection*{2.5 Stochastic Gauge-Fixing [24]}

In 1981 Zwanziger [30] proposed to add an extra drift term to the right hand side of the Langevin equation that should act as a restoring force to the pure gauge degrees of freedom, resulting in the damping of the random walk of the latter and thus in a finite propagator. In order to preserve gauge invariance, the restoring force has to be tangential to the gauge orbits.

Let us illustrate this with the example of the Euclidean Maxwell field. Here the restoring force has to be of the form \(k_{a} \Lambda(k, t)\). One is thus led to define a stochastic field \(B_{a}(k, t)\) by the modified Langevin equation
\[
\begin{equation*}
\dot{B}_{a}=-k^{2} T_{a b} B_{b}+k_{a} \Lambda(k, t)+n_{a} \tag{2.37}
\end{equation*}
\]

Note that \(B_{a}\) is related to the process \(A_{a}\) defined by (1.33) by the generalized (i.e. t-dependent) gauge transformation
\[
\begin{align*}
B_{a} & =A_{a}+k_{a} x(k, t)  \tag{2.38}\\
\dot{x} & =\Lambda \tag{2.39}
\end{align*}
\]

If we substitute the most general linear, covariant and local expression for \(\Lambda\),
\[
\begin{equation*}
\Lambda(\alpha)=-\alpha^{-1} \mathrm{k}_{\mathrm{b}} \mathrm{~B}_{\mathrm{b}} \quad(\alpha>0) \tag{2.40}
\end{equation*}
\]
in (2.37), the modified Langevin equation becomes
\[
\begin{equation*}
\dot{B}_{a b}=-w_{a b}^{(\alpha)} B_{b}+n_{a} \tag{2.41}
\end{equation*}
\]
where \(W^{(\alpha)}\) is now a symmetric invertible operator. The limit for \(t \rightarrow \infty\) of the equal-time stochastic propagator of \(B\) yields just the inverse of this operator,
\[
\begin{equation*}
\mathrm{K}_{\mathrm{ab}}^{(\alpha)}=\frac{\delta_{a b}+(\alpha-1) k_{a} k_{b} k^{-2}}{k^{2}} \tag{2.42}
\end{equation*}
\]
i.e. the propagator in the covariant \(\alpha\)-gauge.

Generalizing now to linearized gravity in Minkowski space, the stochastic gauge-fixing force has the general form \(i\left(k_{a} \Lambda_{b}+k_{b} \Lambda_{a}\right)\). The modified Langevin equation
\[
\begin{equation*}
\Phi_{a b}=i V_{a b c d} \Phi_{c d}+i\left(k_{a} \Lambda_{b}+k_{b} \Lambda_{a}\right)+\eta_{a b} \tag{2.43}
\end{equation*}
\]
defines a process \(\Phi_{a b}\) related to \(\psi_{a b}\) by
\[
\begin{gather*}
\Phi_{a b}=\psi_{a b}+i\left[k_{a} x_{b}(k, t)+k_{b} x_{a}(k, t)\right]  \tag{2.44}\\
\dot{x}_{a}=\Lambda_{a} \tag{2.45}
\end{gather*}
\]

The most general covariant linear stochastic gauge-fixing force is implied by
\(\Lambda_{a}^{(\alpha, \beta, \gamma)}(\Phi)=\alpha^{-1}\left[k_{b} \Phi_{a b}+\frac{\beta}{2} k_{a} \Phi_{c c}+\frac{\gamma}{2} k_{a} k_{b} k_{c} k^{-2} \Phi_{b c}\right]\)
(as we work in Minkowski space, there are no sign restrictions on \(\alpha, \beta\), \(\gamma\) ). We have included the third, non-local, term on the r.h.s. of (2.46) because only so we will recover the ordinary covariant gauges from stochastic gauge-fixing. Eqs. (2.46) and (2.43) imply
\[
\begin{equation*}
\dot{\Phi}_{a b}=i W_{a b c d}^{(\alpha, \beta, \gamma)} \Phi_{c d}+\eta_{a b} \tag{2.47}
\end{equation*}
\]

Observe that \(W\) is self-adjoint only if \(\beta=0\). Thus the gauge-fixing force is in general not a variational derivative, but constitutes a nonholonomic constraint. If \(W\) is not self-adjoint, the stochastic propagator involves \(H(k, t) H^{T}\left(k^{\prime}, t^{\prime}\right)\). Hence one cannot appeal to (1.39), as was done in the derivation of (1.40), and the calculation of the stochastic propagator for \(\beta \neq 0\) is more complicated than indicated by (1.40). Therefore \(K^{(\alpha, \beta, \gamma)}\) is equal to \(\left(W^{(\alpha, \beta, \gamma)}+i 0\right)^{-1}\) only if \(\beta=0\).

The stochastic \((\alpha, \beta, \gamma)\) gauges yield more general propagators than the ordinary ( \(\lambda, \alpha\) ) gauges defined by (2.17), (2.16). We can always identify a given \((\lambda, \alpha)\) gauge with a certain stochastic gauge, but not vice versa. Specifically we have, if \(\alpha \neq 0\),
\[
\begin{align*}
& \beta=\frac{2}{\lambda-1}\left(4 \lambda^{2}-2 \lambda+1-\alpha\right)  \tag{2.48}\\
& \gamma=\frac{2 \lambda(4 \lambda-\alpha-1)}{1-\lambda} . \tag{2.49}
\end{align*}
\]

Consider now the case \(\alpha=1, \beta=\gamma=0\). Then eqs. (2.48), (2.49) have
two solutions for \(\lambda: \lambda=0\) and \(\lambda=1 / 2\). This shows that \(\mathrm{K}(1,0,0)\) is not well-defined. More precisely: If one takes the limit \(\beta=-\frac{\gamma}{2} \rightarrow 0\) of \(K^{(1, \beta, \gamma)}\), then one obtains \(K^{(1 / 2,1)}\), all other approaches to \(\beta=\gamma=0\) yield \(K(0,1)\). Still, loosely speaking, the ordinary gauges \((0,1)\) and \((1 / 2,1)\) correspond to the same stochastic gauge.

The reason is that the field transformation
\[
\begin{equation*}
A: \psi_{a b} \rightarrow(A \psi)_{a b}=\psi_{a b}-\frac{1}{2} \delta_{a b} \psi_{c c} \tag{2.50}
\end{equation*}
\]
which transforms \(C_{a}^{(0)}\) of (2.13) into \(C_{a}^{(1 / 2)}\), is an involution and an isometry with respect to the metric \(\|_{\text {abcd }}\) in the space of symmetric tensor fields:
\[
\begin{equation*}
A=A^{-1}=A^{T} \tag{2.51}
\end{equation*}
\]

Since the covariance matrix of \(n_{a b}\) is proportional to \(\|_{a b c d}\), An has the same correlations as \(\eta\). Therefore one obtains the same stochastic quantization prescription if one starts from the Langevin equation
\[
\begin{equation*}
\dot{\hat{\psi}}=i \frac{\delta S[\psi(\hat{\psi})]}{\delta \hat{\psi}}+n \tag{2.52}
\end{equation*}
\]
if \(\hat{\psi}=A \psi\). Note that this is not the case if \(\hat{\psi}_{a b}=\psi_{a b}-\lambda \delta_{a b}{ }_{c c}\) with \(\lambda \neq 1 / 2\) (if \(\lambda \neq 1 / 4\), these transformations are still isometries, but no longer involutory). We have thus touched the problem of the definition of the "natural" field variable, which will be pursued further in the next Section.

\section*{III. Nonlinear Stochastic Gravity}

\subsection*{3.1 Langevin Equation}

In this section we consider the full gravitational field. We want to promote the classical metric \(g_{a b}(x)\) to a stochastic process \(g_{a b}(x, t)\). There appears to be a unique Langevin equation generalizing the ParisiWu ansatz to this case. Our guiding principle will be manifest covariance with respect to field redefinitions (which may be considered as coordinate transformations in field configuration space). For conciseness we shall adopt the notation of De Witt [31] and represent a general stochastic field by \(\Phi^{A}(t)\), where the index \(A=(a, b, \ldots ; x)\) comprises component indices as well as the space-time coordinate on which the field depends. By covariance, then, the general form of the

Langevin equation for \(\Phi^{\mathrm{A}}\) must be
\[
\begin{equation*}
\dot{\Phi}^{A}=i G^{A B} \frac{\delta S[\Phi]}{\delta \Phi^{B}}+n^{A}(t) \tag{3.1}
\end{equation*}
\]

Here \(G^{A B}\) is the inverse of a field metric tensor \(G A\) that is required by covariance. (Note that the \(\Phi^{A}\) have to be considered as coordinates in field configuration space; therefore \(\dot{\Phi}^{A}\) is a vector, and so must be \(\eta^{A}\), while \(S\) is a scalar.) The process \(\eta\) is defined by the formal path integral
\(\langle F[\eta]\rangle_{\eta}=\int d[\eta] F[\eta] \exp \left(-\frac{1}{4} \int d t G_{A B} \eta^{A} \eta^{B}\right) / \int d[\eta] \exp \left(-\frac{1}{4} \int d t G_{A B} \eta^{\eta^{A}}{ }^{B}\right)\).

As the metric \(G_{A B}\) will in general be indefinite, the integration contour for every \(\eta^{\hat{A}}\) in \(\int d[\eta]\) should be rotated by \(45^{\circ}\) into the complex plane (i.e. \(\eta= \pm i^{1 / 2} \zeta\) and the integration is over real \(\zeta\); cf. the discussion in 2.4 following eq. (2.27)). Note that (3.2) implies \(\left.<\eta^{A}(t) \eta^{B}\left(t^{\prime}\right)\right\rangle_{\eta}=2 G^{A B} \delta\left(t-t^{\prime}\right)\) only if \(G_{A B}\) is independent of \(\Phi\), and hence of \(\eta\). For non-gravitational fields there exists a field coordinate system (defining the "natural field variables") for which \(G_{A B}\) is indeed independent of \(\Phi\). Note that the problem of finding these variables is essentially the same as the well-known problem of defining the correct path integral measure in standard quantum field theory.

In the case of the gravitational field \(\Phi^{A}=g_{a b}(x)\) the most general local field metric is known [31] to be
\(G^{A B}=\frac{C}{2 \sqrt{-g}}\left[g_{a c}(x) g_{b d}\left(x^{\prime}\right)+g_{b c}(x) g_{a d}\left(x^{\prime}\right)+\lambda g_{a b}(x) g_{c d}\left(x^{\prime}\right)\right] \delta(4)\left(x-x^{\prime}\right)\)
where \(\lambda \neq-1 / 2\) and \(C\) is an arbitrary constant. Substituting this into (3.1) and recalling that
\[
\begin{equation*}
\frac{\delta S_{E H}}{\delta g_{a b}}=-\sqrt{-g}\left(\mathrm{R}^{\mathrm{ab}}-\frac{1}{2} \mathrm{~g}^{\mathrm{ab}} \mathrm{R}\right) \tag{3.4}
\end{equation*}
\]
we obtain
\[
\begin{align*}
\dot{g}_{a b} & =-i C\left(R_{a b}-\frac{1+\lambda}{2} g_{a b} R\right)+\eta_{a b}  \tag{3.5}\\
& =-i C(-g)^{(\lambda-1) / 2} \frac{\delta S}{\delta\left[(-g)^{\lambda / 2} g^{a b}\right]}+\eta_{a b} \tag{3.6}
\end{align*}
\]

The choice of constants that yields the standard quantization of the linearized field is
\[
\begin{equation*}
C=1, \quad \lambda=0 \tag{3.7}
\end{equation*}
\]

Adhering to this choice we obtain the following definition of the stochastic gravitational field:
\[
\begin{equation*}
\dot{g}_{a b}=-i\left(R_{a b}-\frac{1}{2} g_{a b} R\right)+\eta_{a b} \tag{3.8}
\end{equation*}
\]
\(\langle F[g]\rangle_{\eta}=N \int d[\eta] F[g[\eta]] \exp \left(-\frac{1}{4} \int d^{4} x d t \sqrt{-g} g^{a c}[\eta] g^{b d}[\eta] \eta_{a b} \eta_{c d}\right) \quad\).
The stochastic source \(\eta_{a b}\) is genuinely non-Gaussian in the case of the gravitational field. This was first noted in [32], where auxili. ary fields were introduced in terms of which the process becomes Gaussian. But in general, i.e. if also non-gravitational fields are present, an infinite hierarchy of such auxiliary fields will be necessary. This is true even in the simple case of a scalar particle moving in an external gravitational field. Let us consider this prototype of non-Gaussian stochastic dynamics in some detail. We choose the action
\[
\begin{equation*}
S[x(s)]=\frac{1}{2} \int d s g_{a b}(x) \frac{d x^{a}}{d s} \frac{d x^{b}}{d s} \tag{3.10}
\end{equation*}
\]
which gives \(s\) the meaning of an affine parameter (proportional to proper time for timelike world lines) in the resulting geodesic equation of motion. The action (3.10) may also be considered as defining a non-linear \(\sigma\)-model in \(0+1\) dimensions. The covariant Langevin equation for the stochastic variable \(x(s, t)\) is
\[
\begin{equation*}
\frac{\partial}{\partial t} x^{a}(s, t)=i g^{a b}(x) \frac{\delta S}{\delta x^{b}(s, t)}+\eta^{a}(s, t)=i \frac{D^{2} x^{a}}{d s^{2}}+\eta^{a} \tag{3.11}
\end{equation*}
\]

D/ds denoting the absolute derivative. The path integral measure is \(d[\eta] \exp -\frac{1}{4}\left\{\int d s d t g_{a b}(x[\eta]) \eta^{a} \eta^{b}\right\}\) (requiring again a rotation of the \(n\) integration contours into the complex plane). The only way of getting rid of the non-Gaussian character of \(\eta\) is by introducing redundant variables. The most attractive way of doing this appears to be the following: Imbed the curved space-time \(M_{4}\) in an \(N\)-dimensional pseudoEuclidean manifold \(M_{N}\) such that the pseudo-Euclidean metric \(\delta_{A B}(A, B=\) \(=1, \ldots, N\) ) induces the metric \(g_{a b}\) in \(M_{4}\). Consider a particle in \(M_{N}\) whose coordinate \(X^{A}(s)\) is confined to the 4 -dimensional submanifold \(M_{4}=\left\{X \in M_{N} \mid F^{i}(X)=0, i=1, \ldots, N-4\right\}\). Its Lagrangian is
\[
\begin{equation*}
L=\frac{1}{2} \delta_{A B} \frac{d X^{A}}{d s} \frac{d X^{B}}{d s}+\lambda_{i} F^{i}(X) \tag{3.12}
\end{equation*}
\]
where the \(\lambda_{i}\) are Lagrange multipliers. The Langevin equation associated with (3.12) is
\[
\begin{align*}
& \frac{d X^{A}(s, t)}{d t}=i\left(\frac{d^{2} X^{A}}{d t^{2}}+\lambda_{i} \delta^{A B} \frac{\partial F^{i}}{\partial X^{B}}\right)+\eta^{A}  \tag{3.13}\\
& F^{i}(X(s, t))=0  \tag{3.14}\\
& \left\langle n^{A}(s, t) n^{B}\left(s^{\prime}, t^{\prime}\right)\right\rangle_{\eta}=2 \delta^{A B} \delta\left(s-s^{\prime}\right) \delta\left(t-t^{\prime}\right) . \tag{3.15}
\end{align*}
\]

We are thus led to the stochastic quantization of constrained systems which was introduced recently [33]. It may prove useful also in the case of the gravitational field.

\subsection*{3.2 Background Field Formalism}

Owing to the non-Gaussian probability measure appearing in the stochastic quantization rule (3.9) for the gravitational field, a consistent perturbation theory is complicated by the fact that the correlations themselves depend on the interaction. Splitting the stochastic metric \(g_{a b}(x, t)\) into a deterministic part \(g_{a b}^{(0)}\) and \(a\) fluctuating part,
\[
\begin{equation*}
g_{a b}=g_{a b}^{(0)}(x, t)+2 \sqrt{k} \psi_{a b}(x, t) \tag{3.16}
\end{equation*}
\]
the modified correlation will contribute already in first order (in \(\kappa^{1 / 2}\) ) perturbation theory. Therefore a perturbation theory based on the Langevin equation
\[
\begin{equation*}
\dot{\psi}_{\mathrm{ab}}=i g_{\mathrm{ac}}^{(0)} g_{\mathrm{bd}}^{(0)\left(-g^{(0)}\right)^{-1 / 2} \frac{\delta S_{\mathrm{EH}}\left[g^{(0)}+2 \kappa^{1 / 2} \psi\right]}{\delta \psi \mathrm{cd}}+n_{a b} .{ }^{\delta} .} \tag{3.17}
\end{equation*}
\]
with
\[
\begin{gather*}
\left\langle\eta_{a b}(x, t) \eta_{c d}\left(x^{\prime}, t^{\prime}\right)\right\rangle_{\eta}=(-g(0))^{-1 / 2}\left(g_{a c}^{(0)} g_{b d}^{(0)}+g_{b c}^{(0)} g_{a d}^{(0)}\right) \delta(4)\left(x-x^{\prime}\right) \delta\left(t-t^{\prime}\right)  \tag{3.18}\\
g_{a b}^{(0)}(x, t) \xrightarrow{t \rightarrow \infty} g_{a b}^{c l}(x) \tag{3.19}
\end{gather*}
\]
cannot be expected to be equivalent to the standard quantum perturbation theory around a classical metric \(g_{a b}^{c l}\). . Nevertheless this, with \(g_{a b}^{(0)}(x, t)=\delta_{a b}\), has so far been the only approximation accessible to explicit calculation, and we are going to discuss it in some detail.

Splitting the gravitational action into a free and an interacting part,
\[
\begin{equation*}
\mathrm{S}_{\mathrm{EH}}\left[\delta+2 \kappa^{1 / 2} \psi\right]=\mathrm{S}^{(0)}[\psi]+\mathrm{S}^{(\text {int })}[\psi] \tag{3.20}
\end{equation*}
\]
we may write the Langevin equation (without gauge-fixing) in the form
\[
\begin{equation*}
\dot{\psi}-i \nabla \psi=i \frac{\delta S^{(i n t)}}{\delta \psi}+\pi \tag{3.21}
\end{equation*}
\]
with \(V\) being given by (2.6). Its solution
\[
\begin{equation*}
\psi(t)=\int_{0}^{\infty} H(t-\tau)\left[i \frac{\delta S^{(\text {int })}}{\delta \psi(\tau)}+\eta(\tau)\right] d \tau \tag{3.22}
\end{equation*}
\]
may be expanded perturbatively into a series of tree diagrams:


Here the cross represents \(\eta\) and the line the Schrödinger kernel H. Note that every vertex carries a time \(\tau\) which is integrated over. Eq. (3.23) implies the perturbative expansion of the stochastic average of products of \(\psi\) fields. This expansion involves the free two-point correlation function \(D\left(t_{1}, t_{2}\right)\) (see (2.28)), which will be represented graphically by a crossed line, \(\bar{t}_{1} x t_{2}\). For instance, the three-point function \(\left\langle\psi\left(x_{1}, t_{1}\right) \psi\left(x_{2}, t_{2}\right) \psi\left(x_{3}, t_{3}\right)\right\rangle_{\eta}\) is given in lowest order by the following sum of "stochastic diagrams":


It has been shown for non-gauge theories [34,23] that the sum of all stochastic diagrams with the same topology as a given Feynman diagram yields just this Feynman diagram in the limit \(t \rightarrow \infty\). As we have observed already in (1.41), in the present case of a gauge theory all diagrams will actually diverge as \(t \rightarrow \infty\). These divergencies will cancel, however, in gauge-invariant quantities.

For practical calculations the method of stochastic gauge-fixing is more convenient, as it yields a finite propagator. To generalize the method from the abelian case treated in 2.5 to the interacting theory, one has to take into account the non-abelian gauge transformations of \(\psi\) induced by general coordinate transformations of the full metric \(g:\)
\[
\begin{align*}
\delta \psi_{a b} & =\partial_{a} x_{b}+\partial_{b} x_{a}+2 \sqrt{k}\left(\psi_{m a} \partial_{b} x_{m}+\psi_{m b}{ }_{a} x_{m}+x_{c}{ }^{\partial}{ }_{c} \psi_{a b}\right) \equiv  \tag{3.25}\\
& \equiv\left[\int a^{4} y x_{c}(y) Q_{c}(y)\right] \psi_{a b}(x) . \tag{3.26}
\end{align*}
\]

In (3.26) we have introduced the generators of gauqe transformations \(Q_{C}\). According to Zwanziger's scheme [30] (see 2.5) we may add the "drift force" i \(\left\{\int d^{4} y \Lambda_{c}^{(\alpha, \beta, \gamma)}[\psi(y, t)] Q_{c}(y)\right\} \psi_{a b}(x, t)\) to the right hand side of the Langevin equation (3.21) (in the non-abelian case this drift force is never derivable from a gauge-fixing action). The resulting modified Langevin equation has the general structure
\[
\begin{equation*}
\dot{\psi}_{a b}=i W_{a b c d}^{(\alpha, \beta, \gamma)} \psi_{c d}+i Z_{a b}^{(\alpha, \beta, \gamma)}+i \frac{\delta S^{(i n t)}}{\delta \psi_{a b}}+\eta_{a b} \tag{3.27}
\end{equation*}
\]
where \(Z_{a b}\) is of the form
\[
\begin{equation*}
z_{a b}(k, t) \sim \int d^{4} k^{\prime} z_{a b c d i j}\left(k, k^{\prime}\right) \psi_{c d}\left(k^{\prime}, t\right) \psi_{i j}\left(k-k^{\prime}, t\right) \tag{3.28}
\end{equation*}
\]

Therefore the gauge-fixing force introduces an effective interaction that has the same structure as \(\delta S(1) / \delta \psi_{a b}\), where \(S(1)\) is the first order part of \(s\) (int). The effective interaction results in a new 3vertex, which has to replace the old one in all stochastic diagrams. Graphically,


The explicit calculation of this new interaction has been carried out recently by Fukai and Okano [35] (for \(\beta=\gamma=0\) ). Exploiting the hidden supersymmetry they were also able to sum over topologically equivalent stochastic diagrams and obtain new Feynman rules for ordinary diagrams: These also involve a new 3-vertex, but no Faddeev-Popov ghosts. (Interestingly, the existence of such an alternative set of Feynman rules for the Yang-Mills field has been argued recently by considerations independent from stochastic quantization [36].) In view of the general considerations made at the beginning of this section, the physical significance of this result is still unclear, however.

In any discussion of perturbative quantum gravity there arises the question of the relevance of the non-renormalizability of this theory. Recently the view [37] was expressed that stochastic quantization is not applicable to non-renormalizable field theories if one wishes to include the radiative corrections and renormalize before taking the limit of infinite fictitious time. On the other hand it was
observed [38] that the consequence of stochastic quantization in nonrenormalizable theories is that an infinite number of stochastic sources has to be introduced. This may be considered just as a reflection of the fact that an infinite number of parameters is needed to describe a non-renormalizable theory at the quantum level.

\subsection*{3.3 Non-Perturbative Aspects}

The outstanding question that remains regarding the general topic of this Section is: What are the physical implications of the gravitational Langevin equation (3.8), (3.9) and what is its relation to other approaches to quantum gravity? Rather than attempting to answer this question we shall give in the following an outline of the present status of knowledge concerning the corresponding questions in the case of non-abelian gauge fields. This might give an idea of what can be hoped for in the case of stochastic gravity.

We begin with a brief recapitualtion of the standard formalism used in the quantization of gauge theories, again adopting De Witt's conventions (cf. 3.1). The basic object of interest is the Schwinger average of an observable \(\theta[\Phi]\) formed from the gauge fields \(\Phi^{A}\), cout \(|T(\theta[\Phi])|\) in> \(\propto \int d[\Phi] d[c] d[\bar{c}] e^{i S_{t o t}[\Phi, C, \bar{c}]} \theta[\Phi]\)
where \(c, \bar{c}\) are the Faddeev-Popov ghost and anti-ghost fields and the total action consists of three parts:
\[
\begin{align*}
& S_{\text {tot }}=S_{c l}[\Phi]+S_{g f}[\Phi]+S_{\text {ghost }}[\Phi, \mathrm{c}, \overline{\mathrm{c}}]  \tag{3.31}\\
& \mathrm{S}_{\mathrm{gf}}=\frac{1}{2}\left(\alpha^{-1}\right)_{\rho \sigma} \mathrm{C}^{\rho} \mathrm{C}^{\sigma}  \tag{3.32}\\
& \mathrm{S}_{\text {ghost }}=\overline{\mathrm{c}}_{\rho} \mathrm{F}_{\sigma}^{\rho}[\Phi] \mathrm{c}^{\sigma} . \tag{3.33}
\end{align*}
\]

Here \(\rho, \sigma\) are Lie algebra indices that include also the space-time argument \(x, \alpha_{\rho \sigma}\) form a symmetric "matrix" (generalizing the gauge parameter), \(C^{\rho}[\Phi]\) are the gauge conditions and \(F_{\sigma}^{\rho}[\Phi]\) is the linear operator
\[
\begin{equation*}
\mathrm{F}_{\sigma}^{\rho}[\Phi]=\left(\frac{\delta}{\delta \Phi}{ }^{\mathrm{A}} \mathrm{C}^{\rho}[\Phi]\right) \Omega_{\sigma}^{\mathrm{A}}[\Phi] \tag{3.34}
\end{equation*}
\]
involving the generators \(\Omega_{\sigma}^{A}\) of gauge transformations (cf. (3.26)) defined by
\[
\begin{equation*}
\delta \Phi^{A}=Q_{\sigma}^{A}[\Phi] \chi^{\sigma} . \tag{3.35}
\end{equation*}
\]

The Faddeev-Popov ghosts were introduced by "exponentiating" the Faddeev-Popov determinant det \(F[\Phi]\) :
\[
\begin{equation*}
\left.\int d[c] d[\bar{c}] \mathrm{e}^{i S} g h o s t\right) \propto \operatorname{det} F[\Phi] \tag{3.36}
\end{equation*}
\]

For a discussion of the stochastic quantization of gauge fields we shall return to Euclidean space-time and make the following specializations:
\[
\begin{align*}
& \Phi^{A}=A_{a}^{\rho}(x)  \tag{3.37}\\
& \delta_{\Phi}^{A}=D_{a} \chi^{\rho} \equiv \partial_{a^{\prime}} \chi^{\rho}+g f_{\sigma \gamma}^{\rho} A^{\sigma} \chi^{\gamma}  \tag{3.38}\\
& \left(\alpha^{-1}\right)_{\rho \sigma}=\alpha^{-1} \delta_{\rho \sigma}  \tag{3.39}\\
& C^{\rho}=\partial_{a} A_{a}^{\rho} . \tag{3.40}
\end{align*}
\]

Equation (3.40) implies via (3.34)
\[
\begin{equation*}
s_{\text {ghost }}=\int d^{4} x a_{a} \bar{c}_{\rho} D_{a} c^{\rho} \tag{3.41}
\end{equation*}
\]

Consider now the unconstrained Langevin equation
\[
\begin{equation*}
\frac{\partial A_{a}^{\rho}}{\partial t}=-\frac{\delta S_{c l}}{\delta A_{\rho a}}+\eta^{\rho} a \tag{3.42}
\end{equation*}
\]

The associated Fokker-Planck equation (1.24) has the equilibrium solu tion \(P[A]=e^{-S} C l^{[A]}\), which is not normalizable due to the infinite volume of every gauge orbit which is integrated over in fd[A]P[A]. Therefore, at the level of the probability distributions, equivalence of stochastic quantization with standard quantization can hold only with stochastic gauge-fixing. According to Zwanziger's argument (see Secs. 2.5, 3.2) the gauge-fixing force has to be of the form ( \(\left.D_{a} \Lambda(x, A)\right)^{\rho}\), hence the modified Langevin equation and the associated Fokker-Planck equation read
\(\frac{\partial A_{a}^{\rho}}{\partial t}=-\frac{\delta S_{c l}}{\delta A_{\rho a}}+\left(D_{a} \Lambda(x, A)\right)^{\rho}+\eta_{a}^{\rho}\)
\(\dot{P}[A, t]=\int d^{4} x \frac{\delta}{\delta A_{a}^{\rho}(x)}\left[\frac{\delta}{\delta A_{\rho a}(x)}+\frac{\delta S}{\delta A_{\rho a}(x)}-\left(D_{a} \Lambda\right)^{\rho}\right] P[A, t] \equiv-L P\).

The Fokker-Planck equation has an equilibrium solution \(P_{o}\) defined by
\[
\begin{equation*}
P_{0}: L P_{0}=0 \tag{3.45}
\end{equation*}
\]
which can indeed be made to coincide with the "Faddeev-Popov" distribution"
\[
\begin{equation*}
P_{F P}=N \int d[c] d[\bar{c}] e^{-S_{t o t}} \tag{3.46}
\end{equation*}
\]
if \(\Lambda^{\rho}\) is chosen to be
\(\Lambda^{\rho}(x, A)=P_{F P}^{-1} N \int d[c] d[\bar{c}] c^{\rho}(x) \int d^{4} y \partial_{a} \bar{c}^{\sigma}(y) \frac{\delta S_{\text {tot }}}{\delta A_{a}^{\sigma}(y)} e^{-S_{t o t}}\)
[39]. But so far only formal arguments [40] have been given that the equilibrium is indeed reached, i.e. that
\[
\begin{equation*}
\lim _{t \rightarrow \infty} P[A, t]=P_{0}[A] \tag{3.48}
\end{equation*}
\]

Of course \(P_{0}=P_{F P}\) can hold only if \(P_{F P}\) is positive. But it is known that this is not true because of the notorious Gribov ambiguity [41]. Let us define the "Gribov region" \(\Omega\) in the gauge field configuration space by the property that \(P_{F P}>0\) there (its boundary is called the Gribov horizon). Then numerical calculations in a finite-dimensional lattice approximation indicate the following [3]: If the stochastic process \(A(t)\) with gauge-fixing force starts in \(\Omega\), then it remains there for all \(t\). Maybe this is an instance where something new can be learned from stochastic quantization, namely that the domain of integration in the path integral should be confined to the Gribov region.

The two main obstacles to generalizing these results to the gravitational field are, of course, the indefiniteness of the action and the non-Gaussian character of the stochastic source. At present there seem to exist three possible assessments of this situation: (i) The problems of stochastic gravity are purely mathematical and will finally
be overcome. (ii) Quantum gravity (whatever it means) cannot be constructed in the stochastic manner. (iii) Einstein's theory is not the correct starting point for quantization. Only the future will tell which variant is the correct one.
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\section*{Abstract}

Feynman's checkerboard path integral for the retarded Dirac propagator in \(1+1\) dimensions is derived and extensions to \(3+1\) dimensions are developed. Methods for obtaining the Feynman propagator (rather than the retarded propagator) are briefly discussed.

\section*{1. Feynman's Checkerboard}

Feynman [1] gave a simple path integral representation for the retarded Dirac propagator in \(1+1\) dimensions. Here is one way to derive it: the Dirac equation i \(\partial_{t} \psi=(\alpha \cdot p+\beta m) \psi\) in the Chiral representation \(\alpha=\left(\begin{array}{cc}1 & 0 \\ 0 & -1\end{array}\right), \beta=\left(\begin{array}{cc}0 & -1 \\ -1 & 0\end{array}\right), \psi=\binom{R}{L}\) reads
\[
\begin{align*}
& \left(\partial_{t}+\partial_{x}\right) R=i m L  \tag{1}\\
& \left(\partial_{t}-\partial_{x}\right) L=i m R
\end{align*}
\]

Feynman's path integral results from a particular finite differencing of (l) on a square spacetime lattice with mesh size \(\epsilon\) :
\[
\begin{align*}
& R(n, m)=R(n-1, m-1)+i \epsilon_{m} L(n-1, m+1)  \tag{2}\\
& L(n, m)=L(n-1, m+1)+i \epsilon^{m} L(n-1, m-1)
\end{align*}
\]
where the integers \(n, m\) label the time and space coordinates of the lattice sites. These equations (2) may be interpreted as saying that the amplitude for a particle to be at ( \(n, m\) ) moving toward the right is equal to the amplitude that it was at ( \(n-1, m-1\) ) moving toward the right plus \(i \in m\) times the amplitude that it was at ( \(m-1, m+1\) ) moving toward the left.

That one can in this manner interpret the components \(R, L\) of the wave function \(\psi\) as amplitudes for particular states of motion is related to the fact that the conserved probability current ( \(\psi^{+} \psi, \psi^{+} \alpha \psi\) ) in the chiral representation reads \(|R|^{2}(1, I)+|L|^{2}(1,-1)\). To put it another way, the state vectors \(\binom{\mathrm{R}}{0}\) and \(\binom{0}{\mathrm{~L}}\) are eigenvectors of the velocity operator \(\alpha\) with eigenvalues +1 and -1 , corresponding to motion at the
speed of light to the right and left respectively.
Iterating the finite difference equations (2) \(R(n, m)\) and \(L(n, m)\) may be expressed as a sum over paths leading to ( \(n, m\) ), where a path with \(B\) bends is given an amplitude \((i \epsilon m)^{B}\). The retarded propagator \(K(n, m)\) is a \(2 x 2\) matrix giving the amplitude \(\psi_{f}{ }^{+} K(n, m) \psi_{i}\) that a state \(\psi_{i}\) initially localized at \((0,0)\) would evolve to a state \(\psi_{f}\) at ( \(n, m\) ). Thus \(K(n, m)\) can be expressed as
\[
\begin{equation*}
K_{X X^{\prime}}(n, m)=\sum_{B} \Phi_{X X^{\prime}}(n, m ; B)(i \in m)^{B} \tag{3}
\end{equation*}
\]
where \(\Phi_{X X^{\prime}}(\mathrm{n}, \mathrm{m} ; \mathrm{B})\) is the number of paths with \(B\) bends that leaves \((0,0)\) in the direction \(X^{\prime}\) (right or left) and arrives at ( \(n, m\) ) in the direction \(X\).

The convergence of (3) to the exact continuum propagator in the limit \(\epsilon \rightarrow 0\) is not a priori guaranteed; however, in [2] (3) is evaluated (in the limit \(\epsilon \rightarrow 0\) ) and this convergence is demonstrated.

In this article we shall address the questions
1) can a path integral generalizing (3) be found for the Dirac propagator in \(3+1\) dimensions? and
2) is there some modification of (3) that will yield the Feynman propagator in place of the retarded (or advanced) propagator?
2. \(3+1\) dimensions

In \(3+1\) dimensions the Dirac equation in the chiral representation \(\alpha=\left(\begin{array}{cc}\underset{\sim}{\sigma} & 0 \\ 0 & -\underset{\sim}{\sigma}\end{array}\right), \beta=\left(\begin{array}{cc}0 & -1 \\ -1 & 0\end{array}\right), \psi=\binom{R}{L}\) reads
\(\left(\partial_{t}+\underset{\sim}{\sigma} \cdot \underset{\sim}{\nabla}\right) R=i m L\)
\(\left(\partial_{\mathrm{t}}-\underset{\sim}{\sigma} \cdot \underset{\sim}{\nabla}\right) \mathrm{L}=i m R\)
where now \(\mathrm{R}, \mathrm{L}\) are two-component spinors corresponding to right and left chiralities. The conserved current is given by
\[
\begin{equation*}
j^{\mu}=j^{\mu}{ }_{R}+j^{\mu} \underset{L}{ }=\left(R^{+} R, R^{+} \underset{\sim}{\sigma}\right)+\left(I^{+} L,-L^{+} \underset{\sim}{\sigma}\right), \tag{5}
\end{equation*}
\]
i.e., the current is parallel (anti-parallel) to the spin polarization vector for a right (left) chirality spinor.

Let us begin by treating the massless case, so that \(R\) and \(L\) are decoupled. The effect of the mass term is to introduce chirality switches, as in the \(l+1\) dimensional case, although now chirality no longer determines velocity. Indeed, the velocity can take on any direction according to the spin vector. We shall now show how spin
transition amplitudes can be used to determine the amplitude for spacetime translations in a path integral for the propagator of (4).

Rather than finite differencing (4) on a hypercubical spacetime lattice, we prefer to maintain spherical symmetry. To this end we first rewrite (4) (with \(m=0\) ) in an explicitly spherically symmetric manner:
\[
\begin{equation*}
\left.\left\{\int d \Omega / 4 \pi\right)(1+\underset{\sim}{\varphi} \underset{\sim}{n} \cdot \underset{\sim}{\sigma})\left(\partial_{t}+3 \zeta^{-1} \underset{\sim}{\hat{n}} \cdot \underset{\sim}{\nabla}\right)\right\} R(t, \underset{\sim}{x})=0 \tag{6}
\end{equation*}
\]
where \(\zeta\) is arbitrary and the integral is over the vectors \(\underset{\sim}{\underset{\sim}{n}}\) on the unit 2 -sphere. (6) is easily verified using \(\int d \Omega / 4 \pi=1\), \(\int d_{\Omega} \hat{\sim} \hat{n}^{n}=0, \int\left(d_{\Omega}(4 \pi) \hat{n}^{\dot{i}} \hat{n}^{j}=(1 / 3) \delta^{i j}\right.\). (That the correct factor is \(1 / 3\) is seen by tracing both sides.) Now we finite difference the directional derivatives
\[
\begin{align*}
\epsilon\left(\partial_{t}\right. & \left.+3 \zeta^{-1} \underset{\sim}{\hat{n}} \cdot \underset{\sim}{\nabla}\right) R(t, \underset{\sim}{x}) \\
& =R(t, \underset{\sim}{x})-R\left(t-\epsilon, \underset{\sim}{x}-3 \zeta^{-1} \epsilon \underset{\sim}{\hat{n}}\right)+O\left(\epsilon^{2}\right) \tag{7}
\end{align*}
\]
and insert (7) in (6) to obtain
\[
\begin{equation*}
R(t, \underset{\sim}{x})=\int(d \Omega / 4 \pi)(1+\underset{\sim}{\hat{n}} \cdot \underset{\sim}{\sigma} \cdot \underset{\sim}{r}) R\left(t-\epsilon, \underset{\sim}{x}-3 \zeta^{-1} \underset{\sim}{\hat{n}}\right)+O\left(\epsilon^{2}\right) \tag{8}
\end{equation*}
\]

As in the \(1+1\) dimensional case, (8) can be iterated to obtain a path integral approximation for the propagator - but the amplitude for a path is now the ordered product of "propagation matrices" ( \(1+\zeta \hat{\sim} \cdot \hat{\sim} \cdot \sigma)\), one for each step. We have left \(\zeta\) arbitrary until now to illustrate the following important point: the convergence of this iteration to the continuum propagator will obtain only for some values of \(\zeta\). For instance, if \(\zeta>3\) the exact propagator is clearly not obtained since its domain of dependence includes the past light cone whereas according to (8) \(R(t, x)\) receives contributions at each step only from the points \(\left(t-\epsilon, \underset{\sim}{x}-3 \zeta^{-1} \underset{\sim}{\tilde{\sim}}\right)\) which fall inside the light cone. In fact [3], as \(\epsilon \rightarrow 0\) the iteration diverges for \(\zeta>3\). For \(\zeta=3\) the contributions to \(R(t, \underset{\sim}{x})\) come from points on the past light cone, hence it might be thought that this case would converge to the continuum propagator, but this is not so. It turns out [3] that convergence requires \(\zeta \leq \sqrt{3}\), i.e., the domain of dependence of the finite difference equations must be larger than the continuum domain. (The same phenomenon arises when hyperbolic equations are finite differenced on a lattice [4], where its origin is geometrically evident.)

The choice \(\zeta=1\) is convergent and leads to a particularly elegant path integral which exhibits most clearly the dual role of spin in determining transition amplitudes and propagation directions. With
\(\zeta=1\), the propagation matrix associated with a step in direction \(\hat{\sim}\) is \(1+\hat{\sim} \cdot \sigma\), which is proportional to the projection operator (1/2) ( \(1+\hat{n} \cdot \tilde{\sigma}\) ) \(=\lambda \lambda^{+}\) with \(\tilde{\sim}\) a normalized two-component spinor \(\left(\lambda^{+} \lambda=1\right)\) determined up to a phase by the condition \(\underset{\sim}{n}=\lambda^{+} \underset{\sim}{\sigma} \lambda\). With this notation, (8) may be written
\[
\begin{equation*}
\mathrm{R}(\mathrm{t}, \underset{\sim}{x})=\int(\mathrm{d} \Omega / 2 \pi) \lambda \lambda^{+} \mathrm{R}\left(\mathrm{t}-\epsilon, \underset{\sim}{\mathrm{x}-3} \epsilon_{\sim}^{\hat{n}}\right)+\mathrm{O}\left(\epsilon^{2}\right) \tag{9}
\end{equation*}
\]

Neglecting the \(O\left(\epsilon^{2}\right)\) contribution, (9) states that the contribution of the spinor amplitude \(R(t-\epsilon, \underset{\sim}{x}-3 \underset{\sim}{\underset{\sim}{n}})\) to the amplitude at ( \(t, x)\) is obtained by projecting out that part of the former that is parallel to \(\lambda\) in spin space. In effect, the amplitude for the spacetime translation is determined by the amplitude for the spin transition.

Iterating (9) we obtain an approximation to the retarded propagator in the form
\[
\begin{equation*}
K^{\epsilon}(t, x)=\int_{\sim}^{N} \prod_{i=1}^{N}\left(d_{\Omega_{i}} / 2 \pi\right) \lambda_{N} \lambda_{N}^{+} \cdots \lambda_{2} \lambda_{2}^{+} \lambda_{1} \lambda_{1}^{+} \delta\left(x \underset{\sim}{x}-3 \epsilon \sum_{i=1}^{N} \lambda_{i}^{+}{\underset{\sim}{\sigma}}_{i}^{+}\right) \tag{10}
\end{equation*}
\]
where \(N=t / \epsilon\). In [3] it is shown by explicit evaluation of (10) that in the limit \(N \rightarrow \infty, \epsilon \rightarrow 0 K^{\epsilon}\) converges to the continuum propagator. Note that the ordered product of propagation matrices \(\lambda_{i} \lambda_{i}^{+}\)can now be viewed as a product of scalar products \(\lambda_{i+1}^{+} \lambda_{i}\), each giving the amplitude for a transition from \(\operatorname{spin} \lambda_{i}\) to \(\lambda_{i+1}\) and, concomitantly, for the step sequence \(\lambda_{i}^{+} \sigma \lambda_{i} \rightarrow \lambda_{i+1}^{+} \underset{\sim}{\sigma} \lambda_{i+1}\).

The propagator for left handed spinors is obtained by reversing the sign of \(\lambda_{i}^{+} \lambda_{\sim} \lambda_{i}\) in the \(\delta\)-function of (10). When the mass is nonzero, there is an additional possibility of switching chirality at each step, and the path integral for this case can be written [3] as
\[
\begin{equation*}
K_{X X^{\prime}}=\int_{i=1}^{N}\left(d_{\Omega_{i}} / 2 \pi\right) \sum_{X_{i}= \pm 1}^{\sum} \lambda_{N}^{+} \lambda_{N}^{+} \cdots \lambda_{1} \lambda_{1}^{+}(i \in m)^{B} \delta\left(\underset{\sim}{x}-3 \epsilon \sum_{i=1}^{N} x_{i} \lambda_{i}^{+} \underset{\sim}{\sigma} \lambda_{i}\right) \tag{11}
\end{equation*}
\]
where \(X_{i}= \pm l\), the sequence of chiralities begins with \(X^{\prime}\) and ends with \(X\), and \(B\) is the number of chirality switches, i.e.,
\[
B=\sum_{i=1}^{N}\left|x_{i+1}-x_{i}\right| / 2
\]

\section*{3. Null steps?}

The steps of the path integrals (10) and (11) are spacelike 4vectors of the form \(\epsilon(1,3 \hat{n})\), which followed from the representation (8) for the Dirac equation with \(\zeta=1\). Is it possible to modify the construction so that the steps would be null vectors? It was already
remarked that although choosing \(\zeta=3\) in (8) corresponds to null steps, the iteration yielding a path integral does not converge in this case [3]. Another idea would be to choose \(\zeta=1\), but to divide (6) by 3 and rewrite it as
\[
\left\{\int(d \Omega / 4 \pi)(1 / 3+\underset{\sim}{\hat{n}} \cdot \underset{\sim}{\sigma})\left(\partial_{t}+n^{i} \partial_{i}\right)\right\} R(t, \underset{\sim}{x})=0
\]
which after finite differencing yields
\[
\begin{equation*}
R(t, \underset{\sim}{x})=\int\left(d_{\Omega} / 4 \pi\right)(1 / 3+\underset{\sim}{\hat{n}} \cdot \underset{\sim}{\sigma}) R(t-\epsilon, x-\underset{\sim}{\hat{n}})+O\left(\epsilon^{2}\right) \tag{12}
\end{equation*}
\]

The iteration of (12) converges in the limit \(N \rightarrow \infty\), but because of the \(1 / 3\) it converges to zero which, while it is a solution to the Weyl equation, is clearly not the propagator!

I have found only one way to get by with null steps, and that is to include steps backward in time. An account of that construction (for the massless case) will now be given. The result will be a path integral built with null steps of the form \(\epsilon( \pm 1, \hat{n})\), in which the propagation matrix for a step is (as before) \(\lambda \lambda^{+}\), now with a weight \(2 / 3\) for steps forward and \(1 / 3\) for steps backward in time. One sums over the two time directions at each step as well as integrating over \(\hat{n}\); in addition, one sums over the total number of steps (which is no longer fixed by the time \(t\) ).

The propagator we seek is the integral kernel of \(\left(\partial_{t}+\underset{\sim}{\sigma} \cdot \underset{\sim}{\nabla}+\eta\right)^{-1}\), with \(\eta\) an infinitesimal positive number. We shall make use of the identity
\[
\begin{equation*}
\left(\partial_{\mathrm{t}}+\underset{\sim}{\sigma} \cdot \underset{\sim}{\nabla}+\eta\right)^{-1}=\lim _{\epsilon \rightarrow 0} \in \sum_{N=0}^{\infty} \exp \left[-\mathrm{N} \epsilon\left(\partial_{\mathrm{t}}+\underset{\sim}{\sigma} \cdot \underset{\sim}{\nabla}+\eta\right)\right] \tag{13}
\end{equation*}
\]
which is verified by summing the geometric series and then expanding the exponential. Now the exponential in (13) is the evolution operator of the weyl equation with a "fifth parameter":
\[
\begin{equation*}
\partial_{s} \psi=-\left(\partial_{t}+\sigma \cdot \nabla+\eta\right) \psi . \tag{14}
\end{equation*}
\]

We shall derive a path integral representation for this evolution operator and then sum over \(N\) as in (13) to arrive at the propagator.

In analogy with the method of Section 2 we first rewrite (14) as
\[
\begin{equation*}
\left\{\sum_{\tau= \pm 1} \int(d \Omega / 2 \pi)(1+\tau / 3)(1+\underset{\sim}{\hat{n}} \cdot \underset{\sim}{\sigma})\left(1 / 3 \partial_{s}+\tau \partial_{t}+\underset{\sim}{n} \cdot \underset{\sim}{\nabla}\right)\right\} \psi(s, t, \underset{\sim}{x})=0, \tag{15}
\end{equation*}
\]
with \(\eta\) suppressed for notational simplicity. \(\tau(= \pm 1)\) has been introduced so that we can divide through by 3 while preserving the "normalization"
\[
\sum_{\tau= \pm 1}^{\sum(1 / 2) \int(\mathrm{d} \Omega / 4 \pi)(1+\tau / 3)(1+\underset{\sim}{\hat{n}} \cdot \underset{\sim}{\sigma})=1}
\]
(compare with (12) and the comment following (12)). There are several ways to write (15) (e.g., replace \((1+\tau / 3)(1+\underset{\sim}{n} \cdot \sigma)\) by \((1+\tau / 3+\underset{\sim}{\hat{n}} \cdot \sigma)\) ) but (15) has the virtue that the propagation matrix is still proportional to a projection \(\lambda \lambda^{+}\).

Introducing the finite difference approximation
\[
\begin{aligned}
& \epsilon\left(1 / 3 \partial_{s}+\tau \partial_{t}+\underset{\sim}{n} \cdot \nabla\right) \psi(s, t, x) \\
& \quad=\psi(s, t, \underset{\sim}{x})-\psi(s-\epsilon / 3, t-\tau \epsilon, \underset{\sim}{x}-\underset{\sim}{n} \epsilon)+O\left(\epsilon^{2}\right)
\end{aligned}
\]
into (15) yields
\[
\begin{equation*}
\psi(s, t, \underset{\sim}{x})=\sum_{\tau= \pm 1} \int(d \Omega / 2 \pi) G(\tau, \hat{n}) \psi(s-\epsilon / 3, t-\tau \epsilon, \underset{\sim}{x}-\underset{\sim}{\hat{n}} \epsilon)+O\left(\epsilon^{2}\right) \tag{16}
\end{equation*}
\]
with
\[
\begin{align*}
\mathrm{G}(\tau, \hat{\mathrm{n}}): & =(1+\tau / 3)(1+\underset{\sim}{\hat{n}} \cdot \underset{\sim}{\sigma}) / 4 \\
& =\left\{\begin{array}{l}
2 / 3 \lambda \lambda^{+}, \quad \tau=+1 \\
1 / 3 \lambda \lambda^{+}, \quad \tau=-1 .
\end{array}\right. \tag{17}
\end{align*}
\]

Iterating (16) we approximate the kernel \(\mathrm{K}_{\mathrm{N}}(\mathrm{t}, \mathrm{x})\) of \(\exp \left[-\left(N_{\epsilon} / 3\right)\left(\partial_{t}+\underset{\sim}{\sigma} \cdot \underset{\sim}{\nabla}\right)\right]\) as a path integral
\[
\begin{equation*}
K_{N}^{\epsilon}(t, x)={\underset{\sim}{i}}_{i}^{\sum} \int_{i=1}^{N} \underset{i=1}{N}\left(d \Omega_{i} / 2 \pi\right) G\left(\tau_{N}, \hat{n}_{N}\right) \cdots G\left(\tau_{1}, \hat{n}_{\sim}\right) \delta\left((t, x)-\epsilon \underset{i}{\Sigma}\left(\tau_{i},{\underset{\sim}{n}}_{i}\right)\right) \tag{18}
\end{equation*}
\]

Finally, imitating (13) we conjecture that the exact retarded propagator \(K(t, x)\) is given by
\[
\begin{equation*}
K(t, x) \stackrel{?}{=} \lim _{\epsilon \rightarrow 0}(\epsilon / 3) \sum_{N=0}^{\infty} K_{N}^{\epsilon}(t, \underset{\sim}{x}) \tag{19}
\end{equation*}
\]
which is a path integral representation as described in the second paragraph of this section. The proof of this conjecture is given in the appendix.
4. Feynman propagator

The retarded propagator is just \(\exp (-i H t)\) with \(H\) the one-particle Dirac Hamiltonian, and it propagates both positive and negative energy states forward in time. In the correct, many-particle theory positive energy states are propagated forward in time while negative energy states are propagated backward. That is, the appropriate propagator is
\[
\begin{align*}
K_{F} & =K_{\text {ret }}^{(+)}-K_{a d v}^{(-)} \\
& =(2 \pi)^{-4} \int d^{4} p e^{i p x}(\not p-m+i \eta)^{-1} \tag{20}
\end{align*}
\]
where \(K_{\text {ret }}^{(+)}\left(K_{a d v}^{(-)}\right)\)is the positive (negative) frequency part of the retarded (advanced) propagator. Can the checkerboard path integral and its generalizations be modified so as to yield the Feynman propagator (20)?

One's first thought is to try again the fifth parameter representa tion,
\[
\begin{equation*}
(\not p-m+i \eta)^{-1}=-i \int_{0}^{\infty} d s \exp [i(\not p-m+i \eta) s] \tag{2l}
\end{equation*}
\]
in analogy with eq'n (13). This is unsuitable however because in Minkowski space the spatial \(\gamma\)-matrices are anti-Hermitian, hence \(\not \emptyset=\gamma^{\mu_{p}}\) is not Hermitian and the integral in (2l) does not converge. A possible solution is to work in Euclidean space where all the \(\gamma^{\prime}\) s are Hermitian and then to analytically continue back to Minkowski space. This is the approach taken in reference [5].

Working exclusively in Minkowski space, the only way \(I\) have managed to arrive at the Feynman propagator with the sort of path integral under consideration is simply to project out the positive and negative frequency parts of \(K_{r e t}\) and \(K_{a d v}\) respectively via the formulas
\[
\begin{aligned}
& K_{\text {ret }}^{(t)}(t)=(i / 2 \pi) \int_{0}^{\infty} d t^{\prime}\left(t-t^{\prime}+i \epsilon\right)^{-1} K_{r e t}\left(t^{\prime}\right) \\
& K_{a d v}^{(-)}(t)=(-i / 2 \pi) \int_{-\infty}^{0} d t^{\prime}\left(t-t^{\prime}-i \epsilon\right)^{-1} K_{a d v}\left(t^{\prime}\right) .
\end{aligned}
\]

In terms of the path integral for, say, \(K_{\text {ret }}^{(+)}(t, x)\), this amounts to "weighting" paths with time lapse \(t^{\prime}\) by \((i / 2 \pi) \cdot\left(t-t^{\prime}+i \epsilon\right)^{-1}\) instead of \(\delta\left(t-t^{\prime}\right)\). In this way one can piece together \(K_{F}\) from the path integrals given in the previous sections. This solution is not very appealing however since the paths no longer connect two fixed points in spacetime.

Appendix: Evaluation of the path integral in (19).
The \(\delta\)-function in (18) is interpreted to be a highly peaked Gaussian of width \(\sim \xi^{1 / 2}\), given as a Fourier integral by \(\delta_{\xi}\left((t, x)-\epsilon \Sigma\left(\tau_{i}, \hat{n}_{i}\right)\right)=\)
\[
\begin{equation*}
\int \frac{d_{\omega} d^{3} k}{(2 \pi)^{4}} e^{i(\omega t+k \cdot x)-\xi\left(\omega^{2}+k^{2}\right)} e^{-i \omega \epsilon \Sigma \tau_{i}}{ }_{\sim}^{-i k_{\sim} \epsilon \cdot \Sigma \hat{\sim}_{i}} \tag{1A}
\end{equation*}
\]

At the end of all other computations we take the limit \(\boldsymbol{\xi} \rightarrow 0\).
After substituting (1A) in (18), the integral over \(d_{\omega} d^{3} k\) can be interchanged with the sum/integral over \(\tau_{i}, \hat{\sim}_{i}\) to obtain
\[
\begin{equation*}
K_{N}^{\epsilon}(t, x)=\int \frac{d_{\omega} d^{3} k}{(2 \pi)^{4}} e^{i(\omega t+k \cdot \underset{\sim}{x})-\xi\left(\omega^{2}+k^{2}\right)}{ }_{A}^{N} \underset{\epsilon}{N}(\omega, \underset{\sim}{k}) \tag{2~A}
\end{equation*}
\]
with
\[
\begin{align*}
A_{\epsilon}(\omega, \underset{\sim}{k}): & ={\underset{\tau= \pm 1}{ } \int\left(d_{\Omega} / 2 \pi\right) G(\tau, \underset{\sim}{n}) e^{-i(\omega \tau+\underset{\sim}{k} \cdot \underset{\sim}{n}) \epsilon}}=\left[\cos \omega \epsilon+(i / 3) \sin _{\omega \epsilon}\right]\left[j_{0}\left(k_{\epsilon}\right)-i j_{1}\left(k_{\epsilon}\right) \underset{\sim}{\hat{k}} \cdot \underset{\sim}{\sigma}\right] \\
& =1-\left(i_{\epsilon} / 3\right)(\omega+\underset{\sim}{k} \cdot \underset{\sim}{\sigma})+O\left(\omega^{2} \epsilon^{2}, k^{2} \epsilon^{2}\right)
\end{align*}
\]
where \(k:=(\underset{\sim}{k} \cdot \underset{\sim}{k}) 1 / 2, \underset{\sim}{k}:=\underset{\sim}{k} / k\), and \(j_{0}, j_{1}\) are spherical Bessel functions.
Now we may interchange the integral in (2A) with the sum in (19) provided \(\Sigma_{N} A_{\epsilon}^{N}(\omega, k)\) converges uniformly in \(\omega,{ }_{\sim}^{x} .^{\dagger} A_{\epsilon}(\omega, \underset{\sim}{k})\) is Hermitian, and the squared moduli of its two eigenvalues are given by
\[
\left|\lambda_{ \pm}\right|^{2}=\left[\cos ^{2} \omega \epsilon+(1 / 9) \sin ^{2} \omega \epsilon\right]\left[j_{0}^{2}\left(k_{\epsilon}\right)+j_{l}^{2}\left(k_{\epsilon}\right)\right]
\]
which are less than unity (cf. [3], Section 2.3) except at \(\underset{\sim}{k}=0\), \(\omega=n \pi / \epsilon, n=\) integer, where \(\left|\lambda_{ \pm}\right|=1 . \Sigma_{N} A_{\epsilon}^{N}(\omega, k)\) thus converges except at \(\underset{\sim}{k}=0, \omega=n \pi / \epsilon\), but it does not converge uniformly in \(\omega, k\). The situation is changed however when we recall the (suppressed) infinitesimal positive \(\eta\) that was used to define the inverse \(\left(\partial_{t}+\underset{\sim}{\sigma} \cdot \underset{\sim}{\nabla}+\eta\right)^{-1}\) in (13). If \(\eta\) is maintained throughout the calculation we obtain \((l-\eta \epsilon / 3) G(\tau, \hat{\sim})\) in place of \(G(\tau, \hat{\sim})\) in (17) and hence \(\left(l-\eta_{\epsilon} / 3\right) A(\omega, k)\) in place of \(A_{\epsilon}\left(\omega,{ }_{\sim}^{k}\right)\) in (3A). Now the eigenvalues of \((l-\eta \epsilon / 3) A_{\epsilon}(\omega, k)\) have moduli \(\underset{\sim}{\underset{\text { everywhere }}{ }} \boldsymbol{\sim}\) uniformly in \(\omega, \underset{\sim}{k}\), so we may interchange the sum and integral to obtain

\footnotetext{
\(\dagger_{\text {The }}\) definitions of uniform convergence and relevant theorems are given in [6]. The theorems concerning interchange of series or limits with integrals apply to integrals with finite range of integration, and must be supplemented with arguments invoking the large \(\omega, k\) behavior of \(\exp \left[-\xi\left(\omega^{2}+\mathrm{k}^{2}\right)\right]\).
}
\[
\begin{align*}
& \lim _{\epsilon \rightarrow 0}(\epsilon / 3) \sum_{N=0}^{\infty} K_{N}^{\epsilon}(t, \underset{\sim}{x}) \\
& =\lim _{\epsilon \rightarrow 0} \int \frac{d \omega d^{3}{ }_{k}}{(2 \pi)^{4}} e^{i(\omega t+\underset{\sim}{k} \cdot \underset{\sim}{x})-\xi\left(\omega^{2}+k^{2}\right)}(\epsilon / 3)\left[1-(1-\eta \epsilon / 3) A_{\epsilon}(\omega \cdot \underset{\sim}{k})\right]^{-1} . \tag{4A}
\end{align*}
\]

The limit can be interchanged with the integral in (4A) provided the integrand converges to its limit uniformly in \(\omega,{ }_{\sim}^{r},{ }^{\dagger}\) but this is not the case since \(\epsilon\) appears in \(A_{\epsilon}\left(\omega,{ }_{\sim}^{k}\right)\) always in the combinations \(\omega \epsilon, k \in\). On any compact range of \(\omega, k\) however, the integrand converges uniformly, so let us break the integral into two terms, one over a very large but compact range and one over the remainder. Due to the exponential damping factor \(\exp \left[-\xi\left(\omega^{2}+\mathrm{k}^{2}\right)\right]\), the remainder can be made as small as we wish by taking the compact range large enough. Interchanging the limit with the integral is thus justified.
\[
\text { Now } \lim _{\epsilon \rightarrow 0}(\epsilon / 3)\left[1-\left(1-\eta_{\epsilon} / 3\right) A_{\epsilon}(\omega, \underset{\sim}{k})\right]^{-1}=[i(\omega+\underset{\sim}{k} \cdot \underset{\sim}{\sigma})+\eta]^{-1} \text {, }
\]
so we have
\[
\begin{aligned}
& \lim _{\xi \rightarrow 0} \lim _{\epsilon \rightarrow 0}(\epsilon / 3){\underset{N=0}{\infty} K_{N}^{\epsilon}(t, \underset{\sim}{x})}^{=\int \frac{d \omega d^{3} k}{(2 \pi)^{4}} e^{i(\omega t+k \cdot x)} \underset{\sim}{\sim}[i(\omega+\underset{\sim}{x} \cdot \sigma)+\eta]^{-1}} .
\end{aligned}
\]
which is indeed the kernel of \(\left(\partial_{t}+\underset{\sim}{\sigma} \cdot \underset{\sim}{\nabla}+\eta\right)^{-1}\), i.e.. the exact retarded propagator.
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